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Multiple testing
https://www.math.ntnu.no/emner/TMA4267/2025v/files/multtest.pdf



Repetition
Yi = β0 + β1x1,i + β2x2,i + εi Y = Xβ + ε H0 : Cβ = 0

H1 : Cβ ≠ 0

C = [0 1 0
0 0 1]
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Repetition
Yi = β0 + β1x1,i + β2x2,i + εi Y = Xβ + ε H0 : Cβ = 0

H1 : Cβ ≠ 0

Today we focus on 
p-values, regardless  

of test statistic (Z, T, F, etc)



Hypothesis testing: some basics

https://en.wikipedia.org/wiki/Statistical_hypothesis_test



Hypothesis testing: some basics

The null hypothesis H0 is never proven, we search for evidence of H1


"By chance" often refers to events that can occur if H0 is true


"Evidence" is data that are sufficiently unlikely to occur under H0,  
and points towards H1


Statistical evidence is not necessarily the same as truth/causality, 
but it can help us (researchers, industry, etc.) to learn or take actions



Example/repetition: 

Simple hypothesis
Broccoli consumption



What is good enough evidence for rejecting H0?



What is good enough evidence for rejecting H0?

If we want to control the type-1 error to some level  (e.g. 0.05), 
then we can only reject H0 if we obtain a p-value less than .

α
α

Broccoli example: Reject H0 if we observe  
where  is such that 

x̄ > k
k P(X̄ > k |H0) = α

Equivalently, we can find a critical value to compare a test  
statistic (such as an average) to.



Example: Broccoli consumption

p-value w(x̄) = 0.41

What is the distribution of the 
p-value when H0 is true?


Make a sketch!



Summing up first part

The p-value is a function of the data (sample) and 
will therefore vary every time we repeat an experiment.

Small p-values are generally taken as  
evidence of the alternative hypothesis

We control the type-1 error rate at some level  by  
rejecting H0 only when we observe 

α
p < α



Multiple testing

We accept a 5% chance of false positive findings. 

Should all 5 p-values be compared to 0.05?

If the p-values can be assumed independent, 
and all 5 null hypotheses are true, 
then we have a 23% chance of at least one  
false positive if all p-values are compared to 0.05 



Multiple testing

If an experiment is repeated many times,  there is a large chance 
of (at least once) observing 


This 'finding' should not be taken as evidence of anything at all

p ≤ α

https://en.wikipedia.org/wiki/Data_dredging



What if we need to do many tests?

We accept a 5% chance of false positive findings. 

a) Adjust the p-values so that they can be compared to 0.05

b) Find a "local" level that we compare the individual p-values to



Bonferroni method
When we perform  tests, we control the FWER 
at the level , by comparing each p-value to 
the local significance level 

m
α

αloc = α/m

The Bonferroni method is often conservative 
(a larger value for  could have been used) αloc



Summary

The Bonferroni method:  
Control the FWER at level  by comparing each of the  

 p-values to 
α

m αloc = α/m

Family-wise error rate (FWER) is the probability of at least 
one false positive when  tests are performedm

The Sidak method:  
If p-values can be assumed independent*,  
control the FWER at level  by comparing each of the  

 p-values to 
α

m αloc = 1 − (1 − α)1/m

* satisfies Sidak equations
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You should now be able to discuss this:

When working with observations in a large data-set,  
100 (exploratory) comparisons were made. One comparison 
(difference between lifestyle A and lifestyle B on body mass index) 
gave a p-value less than the chosen significance level alpha = 0.05; 
p = 0.037. 
 
A study was published and reported a significant difference 
between lifestyle A and lifestyle B (p = 0.037).


What is the problem here?


