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About the course

TMA4267 Linear statistical models



Analysis of variance (ANOVA)
Härdle and Simar, chapter 8.1.1



Recall from TMA4240/45
We have two populations with means  and .


We have (independent) random samples of sizes  and  from  
each of the two populations:

μ1 μ2

n1 n2

Y1,1, Y1,2, …, Y1,n1 Y1,j ∼ N(μ1, σ2), j = 1,…, n1

Y2,1, Y2,2, …, Y2,n2 Y2,j ∼ N(μ2, σ2), j = 1,…, n2

We test   against    with the t-test:H0 : μ1 = μ2 H1 : μ1 ≠ μ2

T =
Ȳ1 − Ȳ2

s2
p(1/n1 + 1/n2)

What if we have many groups?



Recall from earlier this semester

Partitioning of variation (sums of squares)

SST = SSR + SSE

SST = 
n

∑
i=1

(yi − ȳ)2

SST = yT(I −
1
n

J)y

SSR = 
n

∑
i=1

( ̂yi − ȳ)2

SSR = yT(H −
1
n

J)y

SSE = 
n

∑
i=1

(yi − ̂yi)2

SSE = yT(I − H)y

y = Xβ + ε  subjects 
 regression coefficients

n
p + 1



Recall from earlier this semester

Analysis of variance table for table for linear regression

Source Sum of 
squares

DF Mean sum of 
squares 

F

Regression

Error

Total SST = 
n

∑
i=1

(yi − ȳ)2

SSR = 
n

∑
i=1

( ̂yi − ȳ)2

SSE = 
n

∑
i=1

(yi − ̂yi)2

p

n − (p + 1)

n − 1

SSR /p

SSE /(n − (p + 1))

SSR /p
SSE /(n − (p + 1))

y = Xβ + ε  subjects 
 regression coefficients

n
p + 1



FKLM page 135



Analysis of variance (ANOVA)

https://en.wikipedia.org/wiki/Analysis_of_variance



One-factor anova
https://biostats.w.uib.no/one-way-anova/

Example: We want to check whether the average size of blue 
ground beetles (Carabus intricatus) differs depending on their 
location. We consider 3 different locations, A, B and C, and we 
measure the size (in millimeters) of 10 individuals at each location.

Are the beetles 
different between 
locations, or is this 
something we can 
expect to occur "by 

chance"?



One-factor anova
https://biostats.w.uib.no/one-way-anova/

Between-group variability = 
3

∑
j=1

10

∑
i=1

(ȳj − ȳ)2

Discuss (2-3 min):  
Why is this expression useful for testing if all group means are equal? 
Try to make a sketch of the distribution under the null hypothesis.



One-factor anova
https://biostats.w.uib.no/one-way-anova/

Dummy coding



One-factor anova
https://biostats.w.uib.no/one-way-anova/

Effect coding



One-factor anova
https://biostats.w.uib.no/one-way-anova/

In R: anova(model)



Summing up: One-factor anova

"Effect coding" of design matrix

yij = μ + αj + εij

y = Xβ + ε

εij ∼ N(0, σ2) ∑
j

αj = 0

H0 : α1 = α2 = ⋯ = αm = 0

H1 : at least one αj differs

Aim: estimate parameters of the model and test:

Gives estimates of  and  effects (the m-th effect found implicitly)μ m − 1
Test H0 vs H1 by testing significance of regression



Two-factor anova
Machine operator example



Two-factor anova
Machine operator example



Two-factor anova
Machine operator example



FKLM page 135



Two-factor anova
Machine operator example

In R: anova(model)


