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b Explain how u fold cross Validation is implemented

Drawing K 5 far simplicity

first shuffle the data indeaes It 2,17 g 28

Then partition into le groups folds
g in general

111 possiblevalid train k I k
run l
un 2 ways to do this

any cnzz.ingmei.aewithatwist

run 4

1

train
un 5

l 2 a 4 5 validate
r fore e

In an l fold his kept aside and folds 2 5 are

used to train the method maybemanytimes once for
every model complexity Then error is calculated on

the validation fold
Repeat he hires Cvn tn ohsEj n
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TEJ TjEgCgi yet far
rise

T predictorof Xi in validation
Obs in validaton fold using feted
fold mddbo

bldsna.iq

other loss functions may be 0 1 Loss

optical
Regression find the numberof neighbors in KNW

regression

Classification Choose between QDA or LDA in

classification
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A D
2 Advantages disadvantagesof
le fold a relative to

a the validation set
D computationalcomplexity
A bias generally largersample size frClackh Lin

K fold then validston set which
means more data better hit and therefore not
overestimate the test set error

Bias compared to using the full dataset for model fit
A different validation sets may give very

different test error so the results are venable much more

than fer h fold

by hood c no randomness in splits
A less computationalefforts fer h then n

unless nice formula as far multiple linear regression
A less bias in the sense that Looar use

a larger set to fit to data Cn l obs which

gives a less biased versionof the test set error
According to our textbookD higher variance we are averaging

the output from or fittedmodels that are trained
on nearly the same data correlated positively
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This happens to a less degree with k fold
since the k models more different data and
are thus less variable

an Cy gift Cga554 t Cyn yw th
Vor Cvn sum variances t 2 covariances

ofterms of terms

this part tend to be
larger far oar then h fold
when correlation higher between

models

C Choice of k in k fold Wejust know that

ke n LOOCU small bias high variance offfEY
tgenerallyhighcompdemand seterror

6 2 largerbias lower variance
less comp Challenging

simulation

and empirical research has found he 5 or h CO

to be good choices
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Case Cos in R code classification set up withtwo classes

n 50 observations of pe 5000 predictors
a choose to use only D 25 predictors but choose the top
d from absolute correlation eff between the p preds
and the class label

b then use logisticregression with the dpredictor
How to do CV On aeb or only on bw w

U U
right wrong

wrong if only b then all data used to find
the predictors gives overoptimistic resultC n is d rate of 0can be fond

right both at b all is good

see R code in problem and run to see what the

mis class foczhon rats se
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Bootstrapping

1
a PC draw Xi th PCnot draw xD h th
b PCnot any x s l thJn

P at least one xi t Ch fr
C
PC xi in bootsample t A t t expth

O 632

d R code to check result and see how fast
1 l trim 0.632 Cin n

2 Bootstrap to estimate SDC.pt

for Cb in 1 B
Draw with replecent from data to get
XI 4 L bootstrap sample b b t B

fit 7 Iptc and weep Bb
3

R TCalculate Sbc BIT Iq Bb Epb
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Why do we want to do this when we really
unnow that Sbcpn f diag CHIH

And we might also do Cat p but then use

carp at II Cpb pts proPIT
is Efro

3 is covered on page 195 of the ISL boon
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