
TMA428STIMESERIESDeoembe.tn

A stochastic process is a

random variable Ut for each
t in an index set I
A random variable is a function
X b IR sack that
XE ut XIN Gk is

an event for all real X The
law of U is determined by the
joint CDF flu P Ut.su iUtjukfor all choices of t tre

b Let t tn be the observation
times and annume that there is a
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f The

flu nn cnn.lu cnn.it avianI1nd
rotimqIfi uilu i iaim

with lu 1 1 lu This proves the
claim since L and all the unknown
conditional densities are determined by
the model parameter
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where Ei f Uti I n ini and

å Var VK.lu en i i r

e The maximum likelihood estimatedis
determined by LIE E LH µif it exists

The conditional expectation is thebest L2

approximation by ang
memorable function

which is
always

a good or better than
approximation by a linear function
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Let I Elv IV vn c kt egUn
The projection theorem gives
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The inverse is arg generalized



inverse V Uten and it has
been anna that F Vt F V 0

The latter is not reasonable for the givendata and the formula is adjured to

ECU V ikl ECUn.intjcilUi ElUiD
The previous calculation and

linearity of É can be
used to verify Ar

b A specific model rant be chosen with a

corresponding
0 The prototypical example in

daniel fine series is that G isgiven
by the coefficients in the SARMA polynomials

together with the noise variance Eq I

a the be used to find an estimate 0
and hence a

corresponding
model

density
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where he is the wire sales in January
1992 This determines the marginal
conditional

141 a inn

and EKE V I u an can be



used on a f recant for at The
Et can be replaced by Et forcomputational

simplicity if needed
The

uncertainty
can be reported an å

where år Var Ut I a e an
but this excludes the

uncertainty fromthe entindre Er



The variance increases with time in

Fig 1 and a log transformation will
tend to stabilize the variance µb
Differencing

Come or more times with

lay s will tend to remove Seasonality
with periods In this are the kronth

Seonontitg
is removed by one differencing

at lag 12 on an be seen fram figured
c øl D Xt ECB Zte
where Zen WNCO d and

9 e G om polynomials degree p
of respectively

with no com en roots
o Glo and G 0 on 121 1

d The first step is to couple
8ft s E XtKs from 9 Qed
This can be done by edrablising a

finite difference equation for 7

from kr by ECXt.h.CHFrom this the joint
covariance matrix X Xp is
determined and here the likelihood



The calculation can be simplified by
a calculation of the conditional
densities Xi 1K Xi given
by the reaus Eit Eilifs
and variances å Var Ki IX ii
These can be aloddred effectively
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9 Et telektet 9pA p
for Esp µ

and Nh øm 0 forh Sp This is an in figure 3 with p
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Let

every foreal be defined on the
best linear prediction boned on the
deserved yt and Xt values up to
T
corresponding

to October 1991 foreaals
at Teh for h L Nov kr 2 Dec
and h 3 Jan 1992 can be computed
from
å erp jus e Just this

is better lag normal
menn
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The forecast depends hence only on the
observed sales from Nov 1989 given
by the 1mL two yearsThe estimated of's depend however

on the a plete time series



a Causal 2t depends only on eg for
sst µ
stationary

The joint law of
t i Ztn 2t.tk iiZtn h
for all k 2 and t r.tn c 2

Weakly stationary if
Var 2t ca
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f 2,42 set a Echtetlesoset
ht Heiles sat

ht Elett ht
d fram b it follows that ha is

the conditional variance of Zte giventhe history up to fine t
e Serial dependence without correlation12hm
volatility clustering h is ARMA and
tail heaviness E 2kt forsone k

t


