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Problem 1 The dice

It is suspected that the dice used in a casino are manipulated, so the chances of
getting “1” and “6” are changed, while the other outcomes are not affected.

Let pi be the probability of achieving i “eyes” with a dice from the casino. The
following model will be studied:

p1 = 1
6 − θ, p2 = p3 = p4 = p5 = 1

6 , p6 = 1
6 + θ,

where θ is an unknown parameter with |θ| < 1/6.

One such dice is thrown n times, where Xi of these throws end with i “eyes”
(i = 1, 2, . . . , 6).

a) What assumptions must be made to ensure that the observed vector X =
(X1, X2, . . . , X6) is multinomially distributed? Assume in the following that
these assumptions hold.
Note that results from the course book that assume independent and identi-
cally distributed observations also apply to multinomial trials like the ones
considered in this problem.
Show that the joint probability mass function (pmf ) for X can be written
as an exponential family on the following form:

f(x|θ) = h(x) exp
{
x1 ln

(1
6 − θ

)
+ x6 ln

(1
6 + θ

)}
for x ∈ A.

Specify the function h(x) and the set A of possible values of X.
Explain why the two-dimensional statistic T (X) = (X1, X6) is sufficient
for θ.

b) Show that T (X) is minimal sufficient.

c) Show that the maximum likelihood estimator (MLE) for θ is given by

θ̂ = 1
6 ·

x6 − x1

x6 + x1
if x6 + x1 > 0,

and that θ̂ is undetermined if x6 + x1 = 0.
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d) In order to prove that the dice is manipulated, one wants to test

H0 : θ = 0 vs. H1 : θ 6= 0.

Find an expression for the likelihood ratio λ(x) for this situation.
What is the conclusion of the likelihood ratio test (LRT ) if n = 100 and the
observed vector is

(10, 14, 17, 21, 16, 22) ?
You shall here use the asymptotic distribution of the likelihood ratio. Use
significance level α = 0.05.

e) Show that Cramér-Rao’s lower bound of the variance of unbiased estimators
of θ is

1− 36θ2

12n
Use this to write down the asymptotic distribution of the maximum likeli-
hood estimator θ̂.
Find an approximate 95% confidence interval for θ, and compute the interval
when the observations are as in the previous subpoint.
Also explain briefly, without doing all the calculations, how to derive an
approximate 95% confidence set for θ by inverting a likelihood ratio test.

f) Show that the estimator
θ̃ = X6 −X1

2n
is unbiased for θ, and find an expression for its variance.
Why cannot this estimator be improved by using Rao-Blackwell’s theorem?

g) The estimator θ̃ from the previous subpoint is unbiased, and is also a function
of the sufficient statistic T (X). A natural question is then whether it is a
UMVU estimator.
Can you use Cramér-Rao’s lower bound from subpoint e) to determine this?
Give reasons for your answer.
If the answer is no, it is natural to check whether Theorem 7.3.23 of the
attachment can be used to determine whether θ̃ is UMVU. (This theorem is
essentially what has in the lectures been called Lehmann-Scheffé’s theorem).
Show that T (X) is not complete, by using the definition of completeness.
Can you conclude anything from Theorem 7.3.23?
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Problem 2 Time to failure

A machine is started at the beginning of day number 1 and is observed until it
fails for the first time. Let Y = y mean that this happens on day number y,
(y = 1, 2, . . .).

a) Write down conditions under which Y is geometrically distributed with pa-
rameter p, 0 < p < 1, i.e., Y has pmf

f(y) = (1− p)y−1p for y = 1, 2, . . .

In the following it is assumed that these conditions are met.
Show that the moment generating function (mgf ) for Y is given by

MY (t) = pet

1− (1− p)et
for t < − ln(1− p).

Show how this can be used to show that the time to failure, Y , has expected
value µ = 1/p (days).

In order to register the failure time more accurately one divides the day into n
parts (for integers n > 1), so that the time Yn to failure now is measured with unit
1/n days (e.g., hours if n = 24).

It is natural to assume that Yn is geometrically distributed with parameter pn =
p/n, while the time to failure, measured by the unit days, is

Xn = 1
n
Yn

b) Show that Xn converges in distribution to a random variable X, i.e., Xn
d→

X. Which known distribution does X have? What is E(X)?
(Hint: Calculate the mgf of Xn and find the limit as n→∞).
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