
                  Cramer-Rao in the multiparameter case 
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Define the Fisher information    I Cov    S X   

We have as in the univariate case that  E     0S X   and      
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Theorem. For an estimator  W X with  E W   X , we have under similar regularity 

conditions as in the univariate case that           
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X X,  . This implies:    =    E W 
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Since  S X   is a vector we know introduce a scalar          
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We obtain:  
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and using that  T TVar Cov   a X a X a we get  
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From Cauchy Schwartz  we then have that :  
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