TMA4295 Statistical inference
Exercise 6 - solution

Problem 5.36
Y|N =n ~ x?(2n) and N ~ Poisson(f).

» BE(Y) = E(B(Y|N)) = E(2N) = 2E(N) = 20

Var(Y) = E(Var(Y|N)) + Var(E(Y|N)) = E(4N) + Var(2N) = 46 + 46 = 86.
b) Let Y = Y7_, X;, where E(X;) = 2, Var(X;) = 8. Then E(Y) = 20 and Var(Y) = 80 and
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— N(0,1).

Problem 5.43

a) Ve > 0 we get
P(|[Yn—p| > €) = P(Yo—p > €)+P(Yo—p < —€) = P(Vn(Yo—p) > ev/n)+P(Vn(Yo—p) < —ev/n).
Define Fy, (¢) the cdf of /n(Y,, — ). Then

Jim P(Y,—pl > €)= lim (1=Fy, (evn)+Fy, (~evm) = lim (1=b(ev/n/o) +(—eyn/a)) =0,

Problem 5.44
X; ~ Bernoulli(p) iid, let Y;, = L """ | X;. Then E(X;) = p and Var(X;) = p(1 — p).

a) From the CLT we have
\/ﬁ(Yn - p)
p(1—p)
= /n(Y, —p) — N(0,p(1 — p)) in distribution

— N(0,1) in distribution

b) Here we want to use theorem 5.5.24, so let’s define g(Y,,) = Y, (1 —Y3,), so g(p) = p(1 — p) and
g (Yn)=1-2Y, or ¢'(p) =1—2p #0if p+#1/2. Using the theorem we get

VR [Ya(1=Y,) —p(1 —p)] — N (0,p(1 —p)(1 —2p)*).

¢) Here we want to use theorem 5.5.26. Let g(Y;,) = Y,,(1—Y,), so g(p) = p(1—p) and ¢ (1/2) =
—2. Using the theorem we get

n [Yn(l - Yn) - 9(1/2)] —0

which gives
n[Yu(1=Y,) —1/4 — ——x*(1).

Problem 6.1
Using the factorization theorem (6.2.6) we can prove that |X| is a sufficient statistics, since the
pdf of X can be factorized as

1 22 /952 1 _|zl2/262
Flalo?) = o e 127" = e = g X]Jo) e 1.



