
TMA4295 Statistical inference
Exercise 8 - solution

Problem 1
x ∼ gamma(α, β), We can notice that the gamma distribution belongs to the exponential family

f(x) =
1

Γ(α)βα
xα−1e−x/β =

1

Γ(α)βα
e−x/β+(α−1) log(x).

with c(α, β) = 1
Γ(α)βα , h(x) = 1, t1(x) = log(x), w1(α, β) = α−1, t2(x) = −x, and w2(α, β) = 1/β

So we have from theorem 3.4.2

E(ln(x)) = E

(
dw1

dα
t1(x) +

dw2

dα
t2(x)

)
= −d log(c(α, β))

dα
=

Γ(α)′

Γ(α)
+ log(β).

Problem 2

a) By looking at the pdf of a gamma distribution we can notice that a chi-square distribution is
special case of a gamma. That means that xi are gamma(1/2, 2), hence α = 1/2, β = 2.

E (xi) = αβ = 1; Var(xi) = αβ2 = 2

b) Since x1, x2, ... is a sequence of i.i.d. variables, using the moment generating functions we can
see that zn ∼ χ2(n). Since E(xi) = 1 and Var(xi) = 2 < ∞ we have from the central limit
theorem √

n(x̄n − 1)√
2

=
√
n

(
zn

n
√

2
− 1√

2

)
→ N(0, 1)

c) Define g(x) =
√
x⇒ g′(g) = 1

2
√
x
.

g

(
1√
2

)
=

1

21/4
, g′

(
1√
2

)
=

1

2(1/
√

2)1/2
=

1

23/2
.

The delta method than gives

√
n

(
Wn −

1

21/4

)
→ N(0, 2−3/2).

Let’s observe that
S2
nn

σ2
∼ Zn ⇒ Sn ∼

σ√
n

√
Zn

then

Wn =

√
Zn√
n21/4

⇒
√
Zn =

√
n21/4Wn ⇒ Sn ∼ σ21/4Wn

⇒ Var(Sn) ≈ σ221/22−3/2

n
=
σ2

2n
.

Problem 3
X1, ..., Xn i.i.d. uniformly distributed on [0, θ].

a) The moment estimator is θ̂M = 2X̄ and it can’t be written as a function of T (X).

b) If n = 3 the moment estimator of θ is θ̂M = 6. It is not reasonable since we have an observation
with value 8.
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c) We first derive the MLE for θ.

L(θ|X) =
∏
i

f(Xi|θ) =
1

θn

∏
i

I[0.θ](Xi) =
1

θn
I[0.θ](max

i
Xi)

We can observe that L(θ|X) is a decreasing function for θ > maxiXi, so L(θ|X) is maximized
at θ = maxiXi. Hence θ̂MLE = maxiXi. To compute the mean, variance and MSE, we first
have to find the pdf of T = maxiXi. Let’s first look at the cdf

FT (t) = P (T ≤ t) = P (X1 ≤ t, ...,Xn ≤ t) =
∏
i

P (Xi ≤ t) =


0 t < 0(
t
θ

)n
0 ≤ t ≤ θ

1 t > 1
(1)

and so the pdf is the derivative of 1

fT (t) =
ntn−1

θn
if 0 ≤ t ≤ θ.

Then we easily get
E(T ) =

n

1 + n
θ

V ar(T =
n

(1 + n)2(2 + n)
θ2

MSE(T ) = V ar(T ) +Bias(T )2 =
2

(1 + n)(2 + n)
θ2.

d) The unbiased estimator is given by θ̂ = 1+n
n T (X), with variance V ar(θ̂) = θ2

n(n+1) which is
also equal to the mean squares error for this estimator.

The moment estimator is unbiased with variance equal to θ2

3n which is also the mean squared
error.

For n = 1 all the estimators are the same.

For n = 2 MSE(θ̂MLE) = MSE(θ̂M ) > MSE(θ̂).

For n = 3 MSE(θ̂M ) > MSE(θ̂MLE) > MSE(θ̂).

Problem 4

a) We first find the pdf of X|θ

f(x|θ) =

n∏
i=1

f(xi|θ) =
1

(2π)n/2σn
exp

(
−
∑
i x

2
i − nθ2 + 2nθx̄

2σ2

)
.

Then using the fact that f(θ|X) ∝ f(X|θ)f(θ) and trying to form the exponent of the form of
the normal distribution we get the result.

b) The conjugate prior for the normal distribution is the normal distribution.

c) The Bayes estimator of θ is E(θ|X) = σ2

σ2+nτ2m + nτ2

σ2+nτ2 x̄, which is a linear combination of
the prior and sample means.

From the form of the Bayes estimator it can be seen that if the prior information is unsure, i.e.
τ2 is big, then the influence of m is weak (the influence of the prior is weak). If the variance
of the sample is big, i.e. σ2 is big, the influence of the sample is weak.
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