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Problem 1

Consider a stochastic variable X with density function

f(x) =

{
2αxe−αx2

for x > 0,
0 otherwise.

a) Develop how to generate samples of X by the inverse F method.

b) Develop how to generate samples of X by rejection sampling. As proposal distribution use
the exponential distribution with mean 1/λ. [As usual, you can assume you have available
a random number generator that generates samples from the proposal distribution.]

Explain how an optimal value for λ can be found. (You do not need to do the calcula-
tions.)
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Assume we are interested in the parameter θ = E(ln X). Clearly an unbiased estimator for
this is

θ̂ =
1

n

n∑

i=1

ln Xi,

where X1, . . . , Xn are samples from f(x) generated by the algorithm in item a) or b).

c) Use a variance reduction technique (control variables or antithetic variates) to define an

alternative unbiased estimator θ̃ for θ with smaller variance than θ̂. If important for
the properties of your θ̃, specify which of the two algorithms you are using to generate
samples from f(x).

Problem 2

In this problem we will consider a Bayesian model that is a (very) simplified version of a model
that has been used to model seismic data.

Let x = (x1, . . . , xn)T where xi ∈ {1, . . . , K} for a given integer K. The xi represents the rock
type in a location (node) i along a vertical trace going through the underground. As a prior
distribution for x we use a Markov chain,

π(x) ∝ p(x1)
n∏

i=2

p(xi|xi−1),

where p(x1) is the marginal distribution for x1 and p(xi|xi−1) is the transition probability for
going from rock type xi−1 to rock type xi. We will assume both p(x1) and p(xi|xi−1) to be
known functions.

Available data is y = (y2, . . . , yn)
T where y2, . . . , yn are assumed to be conditionally indepen-

dent given x with
yi|x ∼ N

(
v(xi) − v(xi−1), σ

2(xi)
)
,

where v(1), . . . , v(K) and σ2(2), . . . , σ2(K) describe (known) physical properties of the different
rock types. Thus, the (conditional) mean of yi is related to the difference in v(·) between the
two locations i and i−1. Moreover, the (conditional) variance of yi is different in the different
rock types.
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a) Visualise the Bayesian model specified above as a graphical model and write an expression
for the posterior distribution given y.

Define a Markov chain Monte Carlo (MCMC) algorithm that simulates from the posterior
distribution given y, i.e. specify what proposal distribution you will use and find formula
for the corresponding acceptance probability. The acceptance probability expression
should be simplified as much as possible. Summarise your chosen algorithm in pseudo
code.

Assume you have run the MCMC algorithm for M iterations and denote the generated states
by {xm}M

m=0
, where xm = (xm

1
, . . . , xm

n
) is the generated state after m iterations. In particular

x0 is the initial state.

It is of interest to use the MCMC output to estimate the following three quantities.

1. The (posterior) probability for rock type k in node i, i.e.

αik = P(xi = k|y).

2. The (posterior) expected fraction of nodes with rock type k.

3. The (posterior) probability for the fraction of nodes with rock type k to be larger than
a given value r.

b) Specify how one can estimate each of the three quantities above from the output of the
MCMC algorithm.

Problem 3

Assume we are in a regression problem setting with a data set (xi, yi), i = 1, . . . , n, where xi is
a vector of covariates corresponding to a (scalar) response yi. Consider the regression model

yi = m(β, xi) + εi,

where m(·, ·) is a given (known) regression function, β is a vector of (unknown) parameters,
and ε1, . . . , εn are assumed to be independent and identically distributed from an (unknown)
distribution. Assume β is estimated by the least squares estimator, so that

β̂ = argmin
b

{
n∑

i=1

(yi − m(b, xi))
2

}
,

and that we are able to compute the value of β̂ by a numerical minimisation algorithm.



TMA4300 Modern statistical methods Page 4 of 4

In the following we will consider both x1, . . . , xn and y1, . . . , yn as stochastic variables. Let x0

be a new covariate vector from the same distribution as x1, . . . , xn. The estimated β̂ can then
be used to predict the response y0 for x = x0 as

ŷ0(x0) = m(β̂, x0).

In this problem we will consider how to estimate the resulting prediction error

θ = E
(
(y0 − ŷ0(x0))

2
∣∣ (x1, y1), . . . , (xn, yn)

)
,

where the expectation is with respect to both x0 and y0.

The apparent prediction error is defined as

θ̂a =
1

n

n∑

i=1

(
yi − m(β̂, xi)

)
2

.

a) Do you think the apparent prediction error is (approximately) unbiased, or is it too
optimistic or too pessimistic as an estimate of θ? Give reasons for your answer.

Using the cross validation idea, propose an improved estimator for θ. Introduce necessary
notation so that you are able to describe the improved estimator clearly.

In the following we will consider how bootstrapping can be used to improve θ̂a.

b) Define the ideal bootstrap estimator for the bias of θ̂a. Introduce necessary notation
to give a precise definition and specify in particular the distribution of the bootstrap
samples.

Explain why it is not pratical to evaluate the ideal bootstrap estimator except for small
values of n.

Write pseudo code for estimating the ideal bootstrap estimator for the bias of θ̂ by
stochastic simulation.

c) Using the estimated bias from the previous item, define a bias corrected version of the

apparent prediction error, θ̂a.

Discuss the properties of θ̂a relative to the properties of the bias corrected version. Which
of these two estimators do you prefer? Give reasons for your answer.


