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Problem 1
a) We have
T e 2
flasp) = 2Py (2 — 2zp + 1)
Texp< — 722“*’2 } 7242

= er exp {,uT T }
Thus, we may choose for example

T21'2

T eXp {—T } 9 TQMQ

a(x) = Nor

The conjugate prior distribution becomes

7.2 2
7(41) ox exp {$(u)er + b()B) = exp {ua S B}

We see that the exponent is a second order function of . Thus, the conjugate prior is a
normal distribution.

b) With

the posterior distribution becomes

i=1

w(plz,. - wn) ocm(p) [ (@ p) o exp {—306 —v) =) - u)z}

2 2 N
T T
= exp {—E(MZ — 2 + %) - 72(%2 - 2902‘,“4',“2)}
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{ 1
ocexpy —3

As expected from the results in a) we see that this is a normal distribution. To find
Elu|x1, ..., 2z,] and Var[u|zy, ..., 2,] define v = Elu|x1, ..., z,]) and 72 = 1/Var[u|zy, . .., 2,)].
We then must have

( 2+m'2),u2—2<r2v+7'2ixi> ,LL]}

i=1

=2
T ~ 1 9~
m(p|zy, ..., Tp) X exp{——2 (u— V)Q} x exp{—§ [7u? — 2r2uu]}.

Thus, we must have

n
72 =r24+nr? and 70 =r’v+ 72 g x;.
i=1

Solving with respect to 7 and 72 we get

- 2y 4+ 72 Yo

v 5 5 and 7 =r? +n7?
¢ +nT
and we get
2 2\
rv+ Ty N 1
Elplzy, ... 2] = 7"2—1—717'@2 and Var[u|zi,...,z,] = T
Problem 2

a) The graphical model becomes

The full posterior distribution for pu is

11
7T(,U*|7'2’ by, ... , bllaﬁﬂl, C. ,xn) X 71'(#) Hﬂ—(bi; ,U'aTQ),
=1
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where 7(u) is a N(v, 1/r?) distribution and m(b;; u, 72) is a N(u,1/72) distribution. This
is the same situation as discussed in Problem 1, except the z1,...,x, in Problem 1 is now
replaced by by, ...,b11. Thus, we have

2 2 11
2 rv+ Ty i bi 1
bi,...,b11,x1,..., 211 ~N L .
/’L‘T » U1, » V11, 41, s 411 ( 7°2+117'2 77°2+117'2
Using this as a proposal distribution is a Gibbs step, in which case the acceptance proba-
bility becomes equal to one.

The full conditional distribution for 72 becomes

11
7T(7'2‘,u,,bl,...,511,1'1,...,3311) O(7T(T2)H7T(bi’u,7'2)
=1

_ (72)a+11/2—1 exp { — T _
(1/8+ 3 (0 = n?)

Comparing this expression with the density of a gamma distribution we see that this is a
gamma distribution with parameters

11 ~ 1
a=a+— and [ = T .
2 % + % > im1(bi — 1)?

b) The density of the proposal distribution is

~ L forae[b‘—ab“"a]
1p.) = 2a v ! o ’
q(bibi) { 0 otherwise.

The acceptance probability is only of interest when ZZ € [b; — a,b; + a], in which case
q(bi|b;) = 1/(2a) = q(b;|b;) and the acceptance probability becomes

- b b 2 b
O[(bl|bz) — min 1, W(blr"7bl-—1vbl-7bl-+17"-7b117,u77—2‘x17"'7x11) . q(ﬁz’bl)
W(bl,...,bl_l,bl,bl+1,...,bll,,u,,T ‘.%'1,...,.%'11) Q(bz|bz)

=min< 1 W(gi’M’TQ)W(xi’Ei)
"7 (bs| p, T2)m (24]b)
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| SNy (L)
— min {1,exp {—7 ((bz - ,u) — (b; — ,u)2> } p;igl — p;nlml },

where p; = 1/(1 + €%) and p; = 1/(1 + €%).

With proposal distribution EZ ~ Unif[b; — 2a, b; + a| the density of the proposal distribution
becomes

0 otherwise.

q(bilbi) = { ga  for bi € [bi —2a,b; +d],

When b; € [b; — a,b; + a] we then have ¢(b;|b;)) = 1/(3a) = q(b;|b;) and the acceptance
probability is given by the same formula as above. When b; € [b; — 2a,b; — a) we have
q(bilb;) = 0 and thereby a(b;|b;) = 0. Thus, using computation time to propose values
b; € [b; — 2a,b; — a) is a waste of computing time.

c) Of the three values for a tried it is preferable to use a = 1.0 as the estimated auto-
correlation function is falling the fastest in this case. For a = 4 we can also observe that
the simulated Markov chain has a very low acceptance probability for by, which is not a
favourable property.

To decide the value of a one should also have studied corresponding plots for the other
simulated values, ba,...,bi1, and 72. It is also natural to monitor the acceptance rates
(for the b;’s) with the goal to get the acceptance rates close to 0.234.

d) First one needs to find the length of the burn-in phase of the chain. This can be done
by output analysis. Assume the Markov chain has (essentially) converged after 7' < M
iterations.

1. E[pj|z1,...,211] can then be estimated by

~ 1 ebZ”
Elp; . N E -
[pllmlv 7x11] M—T+1 1+eb;(n

m=T

2. Prob(p; < pj|z1,...,%,) can be estimated by

_— 1 M eb;n eb;'n
Prob(pz<pj|$1v~’x"):M—7T+1 21 L+l S 14 eah
T

m=
1 M

=3y 2 L <)
m=T
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3. Prob(p; < minjx; pjlx1,...,x11) can be estimated by

M
_ _ 1 .
Prob(pi < minpjlzy,...,2n) = g7y mZ_TI (bzm < f;;glb?>

To find the best hospital given our data let us consider the outcome of a new surgery in
each of the hospitals. Let y; denote the result of the next surgery in hospital H;, y; = 1

if this surgery results in a death and y; = 0 otherwise. To find the best hospital we then
need to minimise

o
Prob(y; = 1|z1,...,211) = / Prob(y; = 1|pi, x1, ..., z11)7(pilx1, ..., 211)dp;
—00
o [o.¢]
= / Prob(y; = 1|pi)w(pilz1, ..., x11)dp; = / pim(pilz1, ..., x11)dp; = Elpi|z1, ..., 211].
—00 —o0
Thus, our estimated best hospital is the hospital with the lowest value for E[pi]xl, cey 11
Problem 3

a) Our estimated model is
7 ~ bin(n;, p;).

The bootstrap replication of p; becomes

The ideal bootstrap estimator for the standard deviation of p; is thereby
SD For p7]-

Compute first the corresponding variance,

Var Foar [p;] = Var Foar

1

= 2 = 2 = _ :
n; : n;

m C NVarg [F] om0 -p) Bl —5y)

The ideal bootstrap estimator for the standard deviation of p; is thereby

SD~ ] = |20 =P)

Fpar 4 n;
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b) The pseudo code becomes:
1. Forb=1,...,Bandi=1,...,11 generate z}* ~ bin(n;, p;) independently.

2. Forb=1,...,Band¢=1,...,11 compute

b oy
="
n;
3. For each of b=1,..., B order p{’,...,p}% from smallest to largest and let 7* denote
the rank of p* for i = 1,...,11.
4. For each of i = 1,...,11 order 7*!,... 7B from smallest to largest and let ?:(k)

denote the k’th smallest value.

5. For each of i = 1,...,11, the (1 — «) - 100% percentile interval for r; is

[ﬁ(BOé/Q) : ﬁ(B(l—a/Q))].

That r; takes only integer values is not important for the procedure except that it then
requires that the interval is defined as a closed interval.
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