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Analysis of 2×2 tables
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Breast cancer and first childbirth

— Events occuring in the period between menarche and first
childbirth is believed to partly be the cause of breast cancer.

— The hypothesis is that the risk of breast cancer increases as
the length of this time interval increases.

— In a study breast cancer patients were identified among
women in selected hospitals in different countries, and controls
were chosen from women of comparable age (also in
hospital). Comment: No direct matching.

— Date of first birth were collected and women were divided into
two groups; ≤ 29 and ≥ 30 years at first childbirth.
Comment: this threshold is “arbitrarily”.
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Breast cancer and first childbirth (cont.)

Age at first birth
Status ≥ 30 ≤ 29 Total
Case 683 2537 3220

Control 1498 8747 10245
Total 2181 11284 13465
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Example (cont.)

Age at first birth
Status ≥ 30 ≤ 29 Total
Case 683 2537 3220

Control 1498 8747 10245
Total 2181 11284 13465

— What if breast cancer and age at first childbirth are not
associated?

— That is, what if the events D and E are independent?
• D = the woman has (had) breast cancer
• E = the age of the woman at first childbirth was ≥ 30

— D and E are independent if and only if P(D ∩E) = P(D) ·P(E).
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Example (cont.)
— The observed proportions

P̂(D) =
3220
13465

and P̂(E) =
2181
13465

— Under independence, P(D ∩ E) = P(D) · P(E):

̂P(D ∩ E) = P̂(D) · P̂(E) =
3220

13465
· 2181

13465
— and the expected number of events of D ∩ E is

E11 = N · ̂P(D ∩ E) = 13465 · 3220
13465

· 2181
13465

= 521.6

— The observed number of events of D ∩ E is

O11 = 683
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Observed and expected counts
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Pearson’s chi-square test statistic

χ2 =
2∑

i=1

2∑
j=1

(Oij − Eij)
2

Eij

=
(O11 − E11)

2

E11
+

(O12 − E12)
2

E12
+

(O21 − E21)
2

E21
+

(O22 − E22)
2

E22

Under the null hypothesis of independence between columns and
rows the Pearson test statistic is approximately χ2-distributed with
1 degrees of freedom.
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The χ2
1 distribution
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Analysing the data in R
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Comparing two binomial probabilities

— Hypotheses:

H0 : p1 = p2 vs. H1 : p1 6= p2

— Estimators for p1 and p2:

p̂1 =
X1

n1
and p̂2 =

X2

n2

— When should we reject H0?
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Comparing two binomial probabilities
— When n1 and n2 are large, then the binomial distributions can

be approximated by normal distributions.
— Under the null hypothesis

Z =
p̂1 − p̂2 − 0√
Var(p̂1 − p̂2)

is approximately normally distributed.
— The variance of the difference, under independence:

Var(p̂1 − p̂2) = Var(p̂1) + (−1)2Var(p̂2)

=
p1(1− p1)

n1
+

p2(1− p2)

n2

= (
1
n1

+
1
n2

)p(1− p)
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Comparing two binomial probabilities

— By inserting common estimate for p for the variance

p̂ =
X1 + X2

n1 + n2

— we get an approximately normal test statistic Z

Z ≈ p̂1 − p̂2√
( 1

n1
+ 1

n2
)p̂(1− p̂)

— which can be used when n1p̂1(1− p̂1) ≥ 5 and
n2p̂2(1− p̂2) ≥ 5.
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The Z -test vs. Pearson’s chi-square test
for 2× 2 tables

— It can be shown that Z 2 (the square of the test statistic for
comparing two binomial probabilities) is identical to the
Pearson chi-square test statistic χ2.

— This means that these two tests are equivalent and will always
give exactly the same p-value.

www.ntnu.no Mette.Langaas@ntnu.no, Analysing categorical dataTMA4315 H2017



15

Relation between the Pearson’s
chi-square test and logistic regression

Fit a logistic regression with "case or control" as the response.
Then the Pearson’s chi-square test statistic equals the score test
statistics for testing if the coefficient for the "age at first childbirth" is
significant.
This is beyond the scope of this course.
http://www.statsci.org/smyth/pubs/goodness.pdf
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Test for Association for R × C
contingency table

H=0 H=1 H=2 H=3 H=4+ rowtots
A=0 27 29 10 8 2 76
A=1 59 53 14 12 4 142
A=2 28 32 14 12 4 90
A=3 19 14 7 4 1 45
A=4+ 7 8 10 2 0 27
coltots 140 136 55 38 11 380
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Expected cell count

— Oij is observed count in cell (i , j) (row,column).
— If the table rows and columns are independent then the

expected number of counts in cell (i , j) is

Eij =
row sum
total sum

· column sum
total sum

· total sum

=
row sum × column sum

total sum
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Pearson’s Chi-square test

χ2 =
r∑

i=1

c∑
j=1

(Oij − Eij)
2

Eij

=
(O11 − E11)

2

E11
+

(O12 − E12)
2

E12
+ · · ·+ (Orc − Erc)

2

Erc

Under the null hypothesis of independence between columns and
rows the Pearson test statistic is
— approximately χ2-distributed with (r − 1) · (c − 1) degrees of

freedom
— given that

• no more than 20% of the cells have Eij < 5 and
• no cell has expected count less than 1, Eij < 1.
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Analysing the data in R
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Fisher’s exact test
- the solution to "what to do when the asymptotic requirements for
using the Pearson chisquare test are not satisfied".
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The lady tasting tea

Events:
— Lady says tea first.
— Truth is tea first.

And, the lady knows that 4 cups has milk first and 4 cups has tea
first.

Lady says tea first
Y N total

Truth is Y 4
tea first N 4

total 4 4 8
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The lady tasting tea

Fill in observed and expected values when we assume that the
Lady identified 3 out of the 4 tea first infusions correctly, and 3 out
of the 4 milk first infusions correctly.

Lady says tea first
Y N total

Truth is tea first Y 4

N 4

total 4 4 8
Can the Pearson chi-square contingency table method be used?

www.ntnu.no Mette.Langaas@ntnu.no, Analysing categorical dataTMA4315 H2017



24

Fisher’s exact test

— In the tea-tasting example the margins are fixed.
— In general this is not the case.
— But, we may condition on the margins (i.e. assuming they are

fixed).
— We will then end up with a conservative test (low power).

Quoting Rosner:
“For mathematical convenience, we shall assume that the margins
(row sums and column sums) of this table are fixed”.
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Cardiovascular Disease and Nutrition
— Investigate possible association between high salt intake and

death from cardiovascular Disease (CVD).
— Retrospective study of males aged 50-54 in a specific country,

who died within a chosen month.
— Include approximately the same number of cases and controls.
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CVD and salt, cont.

Type of diet
Cause of death High salt Low salt Total

Non-CVD 2 23 25
CVD 5 30 35
Total 7 53 60

H0 : P(Type of diet=high salt|Death by CVD)=
P(Type of diet=high salt|Death by non-CVD)?
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Crosstabulation: observed and expected

More than one cell has expected count <5, thus it is not valid to use
the Pearson chi-square test.
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Fisher’s exact test
Quoting Rosner:
“For mathematical convenience, we shall assume that the margins
(row sums and column sums) of this table are fixed”.

— If the cause of death and the diet are not associated, then we
may think of this as if we can randomly distribute the diets
among the cases and controls, but keeping the marginals
fixed.

— Look at the n = 60 deaths, and draw randomly (a + c) = 7 of
these, and assume that these are the ones with high salt
intake.

— Then, let X be the number of those (a + c) that did not die
from CVD.

— X then follows the hypergeometric distribution.
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Hypergeometric distribution

a b a+b
c d c+d

a+c b+d n=a+b+c+d

P(a) =

(a+b
a

)(c+d
c

)( n
a+c

) =
(a + b)! · (c + d)! · (a + c)! · (b + d)!

n! · a! · b! · c! · d !

for all non-negative integers a, that gives non-negative integers in
all cells of the table.
Remember:

(n
x

)
= n!

x!(n−x)! and 0! = 1.
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Hypergeometric distribution

N = 10, k = 5,n = 5 N = 12, k = 5,n = 5 N = 100, k = 50,n = 40

Expected value and variance:

µ = E(X ) =
nk
N

og σ2 = Var(X ) =
N − n
N − 1

· n · k
N
(1− k

N
)
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Urn with balls

— Definition:
• N=number of balls.
• k=number of red balls.

— Procedure: do n times:
• draw a ball at random
• make a note of the colour
• but the ball aside.

— Then the number of red balls follows a hypergeometric
distribution.
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Urn with balls

— Definition: p = number of red balls
number of balls

— Procedure: do n times:
• draw a ball at random
• make a note of the colour
• put the ball back into the urn.

— Then the number of red balls follows a binomial distribution.

www.ntnu.no Mette.Langaas@ntnu.no, Analysing categorical dataTMA4315 H2017



33

CVD and salt (cont.)
What is the probability of the observed table under the null
hypothesis of no association between CVD and type of diet?

P(a = 2) =
25!35!7!43!

60!2!23!5!30!
= 0.252
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CVD and salt: p-value

— The p-value denotes the probability of what is observed or
“something more extreme” given that the null hypothesis is
true.

— We have calculated the probability of what we have observed,
— but what is more extreme?
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Enumeration

— We need to enumerate all possible tables with the same
margins (row and column) as the observed table.

— Then calculate the probability for each possible table.
— And, finally, sum the probability for the tables that are “more

extreme” to get the p-value.

www.ntnu.no Mette.Langaas@ntnu.no, Analysing categorical dataTMA4315 H2017



36

CVD and salt: enumeration
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What we have observed; a = 2. What is more extreme?
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Left-sided

— p1=P(Type of diet=high salt|non-CVD death)
— p2=P(Type of diet=high salt|CVD death)

H0 : p1 = p2 vs. p1 < p2

Pleft = P(a ≤ 2) = 0.375
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Right-sided

H0 : p1 = p2 vs. p1 > p2

Pright = P(a ≥ 2) = 0.878
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Two-sided

∑
i:P(i)≤P(2)

P(X = i) = P(X ≤ 2) + P(X ≥ 4) = 0.688

www.ntnu.no Mette.Langaas@ntnu.no, Analysing categorical dataTMA4315 H2017



41

CVD and salt analyses in R
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Lady tasting tea in R
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Summing up

R × C tables: test for independence of row and column events.
— Pearson’s chi-square test with (r − 1)× (c − 1) degrees of

freedom.
— or Fisher’s exact test.
— If "test for homogeniety" - same methods can be used.
— Other methods when data are matched or want to test for

trend instead of independence.
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