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Abstract.

A cross between the asymptotic expansion of an oscillatory integral and the Filon-type methods is
obtained by applying a Filon-type method on the error term in the asymptotic expansion, which is in
itself an oscillatory integral. The efficiency of the approach is investigated through analysis and numerical
experiments, and a potential for better methods than current ones is revealed. In particular can savings in
the required number of potentially expensive moments be expected. The case of multivariate oscillatory
integrals is discussed briefly.
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1 Introduction

The quadrature of highly oscillatory integrals has been perceived as a hard problem. Tradi-
tionally one would have to resolve the oscillations by taking several sub-intervals for each period,
resulting in a scheme whose complexity would grow linearly with the frequency of the oscillations.
More careful analysis will however reveal that by exploiting the structure of certain classes of
oscillatory integrals better discretisation schemes can be devised, schemes where the error actu-
ally decreases when the frequency of the oscillations increases. This is well known in asymptotic
analysis with eg. saddle point methods and the method of stationary phase approximation[15, 13].
Recently attention has been directed at numerical methods with similar properties. Examples of
such methods are Filon-type methods[7, 8] Levin-type methods[12, 14] and numerical steepest
descent[6].

We are considering oscillatory integrals of the form

1
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where w is a large parameter. It is well known that an ordinary Gaussian quadrature applied to
this integral will have an error of O(1) as w grows large. A much better approach to approximating
I[f] when w is large is found through an asymptotic expansion: Assuming ¢'(z) #0, —1 < <1,
integration by parts yields
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When w becomes large the integral term in equation (1.2) vanishes faster than the boundary
terms, by an extension of Riemann-Lebesgue’s lemma, so the boundary terms can approximate
the integral. Furthermore the process can be repeated on the integral remainder to obtain a full
asymptotic expansion. This expansion will however not be perfect. As is often the case with
asymptotic expansions the accuracy is limited due to the divergence of the series.

An even better approach is to choose a set of quadrature nodes ¢y, . . ., ¢,, interpolate the function
f by a polynomial f at these points and let

Qf1r = [ F@perar = b)),
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where b;(w) = f_ll 1;(z)e™9®)dz for I;(x) the j-th Lagrange cardinal polynomial. A variant of this
approach, then with piecewise quadratic interpolation in the Fourier-case when g(x) = z, dates
back to L.N.G. Filon[4]. Schemes of this type are referred to as Filon-type methods. Constructing
b;j(w) requires the moments f_ll ™9 dz. Moments are oscillatory integrals themselves that
hopefully can be calculated by analytical means as in the Fourier case. If not, the numerical
steepest descent method can be applied to compute moments for the Filon-type method, an
approach which works well in practical applications[6, 2]. Iserles proved[7] that as long as the
endpoints of the interval are included as quadrature nodes and ¢'(x) # 0, —1 < z < 1, this
approach will carry an error

Qf[f] —I[f] ~Ow™), w— oo.

The superiority of this approach over the asymptotic expansion can be understood by realising
that the method is exact for a class of problems, regardless of the size of w. As for the behaviour
for large w it was proved by Iserles and Ngrsett[10] that by applying Hermite interpolation to
interpolate f(x) with p derivatives at the endpoints, the asymptotic behaviour of the error can be
expressed as

QL1 = Ilfl ~ O™, w—oa

The theory can be expanded to the cases where g has stationary points, that means points £ with
¢'(§) = 0. What must be done to achieve good asymptotic properties is basically to include the
stationary points among the quadrature nodes[8].

Considering the asymptotic expansion with the remainder term (1.2) one cannot fail to notice
that the problem has really been transformed into boundary terms plus the remainder term,
which is an integral of the same form as the original. A natural question to ask in light of this
observation is whether treating the remainder term with a specialised technique, like the Filon-type
quadrature, numerical steepest descent or a Levin-type method, could improve accuracy. In the
following this question will be addressed, in particular for the choice of the Filon-type quadrature
Qf: as quadrature method. In the above-mentioned case this would amount to a new method

Q711 = o [Z e - D enion] - Lgr[ L7y,
iw | ¢'(1) g'(—1) iw P ldx
We will refer to methods of this form as combined Filon/asymptotic methods. Observe that for
w # 0 this method is consistent in the sense that accuracy can be improved by using a better
quadrature method on the remainder term, a property which the asymptotic expansion does not
have. Furthermore, because of the 1/w-factor, the asymptotic error behaviour will be better
than for the classical Filon-type method applied directly. This means that less work, in terms of
moments, is needed to get high asymptotic order. The combined method is in this sense a true
cross between the asymptotic method and the Filon-type method, combining good qualities of
both methods. These observations will be elaborated on in the following with emphasis on the 1D
case without stationary points, with stationary points and a brief look into the multivariate case.

2 The Asymptotic method and Filon-type methods

We begin the exposition by presenting an overview of the constituent parts of the combined
method: The asymptotic expansion of the highly oscillatory integral and the Filon-type meth-
ods. In the following we will denote by Q,[f] =~ I[f] a highly oscillatory quadrature method of
asymptotic order p, meaning that for smooth f

Qplf] = I[f] ~ O(w™7h), w— o0

Note that in some parts of the literature this would be referred to as order p+ 1. This corresponds
to absolute error decay, whereas ours is relative error decay in the case of no stationary points
where I[f] ~ 1/w [15]. In the presence of stationary points the picture is slightly different, and
for simplicity we will then avoid the concept of asymptotic order.
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2.1 The case of no stationary points

Assume for the time being that there are no stationary points in the interval of interest, that
means ¢'(z) #0, —1 <z < 1. An asymptotic expansion of the highly oscillatory integral (1.1)
is obtained by successively applying integration by parts. This approach gives us a full expansion
through the following partial expansion

S 1 zwg(l) ZWQ( 1)
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The correctness of the above expansion can easily be checked through an induction argument. A
full asymptotic expansion of the highly oscillatory integral (1.1) is then

(2.3) Z =

|: uug(l) eiwg(—l)
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Truncating the series after s terms, yields the asymptotic method
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The method has asymptotic order s. This can be seen by writing out the remainder term, which is
an oscillatory integral O(w~!) multiplied by (—iw)~*. Note that the concept of asymptotic order
is rather useless for not-so-large w. In fact the asymptotic expansion is divergent in the general
case, and this divergence is more severe for smaller w. Thus the asymptotic method is rather
useless for small w. Furthermore, divergence implies that only a fixed accuracy can be attained
- adding terms will not always increase accuracy. This is problematic for practical applications
where usually a given accuracy is sought.

Tl

The Filon-type methods will be accurate also for smaller w and have controllable error, but that
is at the cost of moments. We define the moments

1
o= [ e,

-1

and assume these can be computed, possibly at a significant cost. Then the Filon-type method
is obtained by choosing a set of nodes —1 = ¢; < ¢z < -+ < ¢, = 1 and integer multiplicities
mi,...,m, > 1 associated with each node. Let n = Z]V‘:1 m; —1 and f be the unique Hermite
interpolation polynomial of degree n obtained by interpolating f at the points {c; ¥_y with the

corresponding multiplicities,
v m—1

Z Z (@) f9(¢er).

=1 j=0

The Filon-type method is defined as

v mp—1
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where g ;(w) = f_ll ay,j(z)e™9@)dz is obtained from linear combinations of moments. As for s,
the asymptotic order of this method, we we state a theorem due to Iserles and Ngrsett[10]:
THEOREM 2.1. Suppose mq,m, > s, then for every smooth f and smooth g with ¢'(x) #
0, -1<z<1
QY[ = Ilf) ~ (w1, w— oo

The proof is obtained by expanding f — f as in equation (2.3) and observing that the first s
terms will cancel due to the interpolation criteria. This theorem can be summarised by saying
that only by adding derivative information at the endpoints of the interval can the asymptotic
order of the method be improved. Information about derivatives can also be supplied indirectly by
clustering interpolation nodes near the endpoints. If the nodes approach the endpoints as 1/w high
asymptotic order can be attained[9]. Note that increasing the order of the interpolating polynomial
f will increase the accuracy of the method for some fixed w, at least when the interpolation nodes
are the Chebychev points. This is indeed confirmed by numerical experiments[9]. This means
that for any w a prescribed accuracy can be attained, a property which is crucial for practical
applications.

2.2 Generalized Filon and asymptotic method in the presence of stationary points

When ¢ has stationary points Theorem 2.1 is no longer valid, a fact which is suggested by
the singularity introduced in the integral in remainder term of the asymptotic expansion (1.2).
Assume in the following that g(x) has only one stationary point £ € (—1,1), which amounts to
saying ¢'(€) =0, ¢'(x) # 0,z € [-1,1]\{¢}. Furthermore assume that ¢’(¢) = --- = ¢g{") (&) = 0,
and gtV (€) # 0, this means that & is a rth order stationary point. The method of stationary
phase[3, 13] states that in this case the leading order behaviour of the highly oscillatory integral
(1.1) is of the form

(2.6) I[f] ~ Cw™ /0D 0.

This means that the main contribution to the value of the integral comes from the stationary
point, suggesting that the interpolation nodes for the Filon-type methods should include station-
ary points as well as the endpoints.

Assume for simplicity that £ is a first order stationary point meaning ¢'(§) = 0 and ¢”(§) # 0.
Writing
If1 = FOIN] +I[f — f(S)]

— o+ [ IO g,

then integrating by parts gives the following expression:

IIf] = fOIN] + i {W&wg(l) _ Weiwg(l)
(2.7) _t ' iweiwg(x)dx'

iw J_;dz  ¢'(z)
Now, since ¢"’(§) # 0, the singularity is removable. The expansion can be continued giving a full
expansion reminiscent of the expansion (2.3). More generally, for a rth order stationary point we
introduce the generalized moments
1

pa(w:€) = I[(- — )] = / (x — )@ de, k> 0.

-1

Note that these can be written in terms of ordinary moments. Now write

(2.8) =3 i) +1 | ) - T ERRGICSY
=0/’ i=0 7’
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Again the singularity is removable, and the expansion can be formed. We will later need the

expansion with the remainder term, so this will be formulated as a lemma':

LEMMA 2.2. Suppose £ is a stationary point of order r, and that £ is the only stationary point

inside the interval [—1,1]. Then for every smooth f

r—1 s

i i Z ﬁpmfl[ﬁ(j)(f)
FOJ m:1< iw)
eiwg(1) — .
(29) — (—ii))m [M(pm 1 Zl'pm 1 E)( g)j)
m=1 :0
_eoth N1 D (£Y(—1 — £}
Sy (Pl 3 eV O -9 )]
1
+ S eel1]
where
polfl(z) = f(x)
_yvla D) (&) — £)I
010) i < 4@ S A OE

dz 9'(x) ’

PRrROOF. This is proved by induction. The Lemma is certainly true for s = 0. Now

1foutn] = 3 el @nitese
L1 elfl@) - 0 511V =8 d
w ) _q g (v) dz '

o)) =3 5ol s 6
eiwg(l) r—1
= l (e >—Z% N9@©0 - )

Inserting into equation (2.9) proves the Lemma.

O

As before, truncating the expansion (2.9), that is the two m-summations after s terms, yields
the asymptotic method. The asymptotic behaviour of the error in this method is found by the

method of stationary phase applied to the remainder. Thus we get for the asymptotic method,

QAf] = I[f] ~ O(w M) — oo,

INote that the conclusion in this lemma is different from that of Iserles & Ngrsett in [10], Theorem 3.2, which

we suggest is flawed.
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For an even more general case, in the presence of more than one stationary point, the interval
can be partitioned such that each sub interval contains only one stationary point, and then an
expansion can be made for each sub interval. As before, truncating the expansion after s terms
yields the asymptotic method.

Now to the Filon-type method: Let £ be a unique stationary point of order r: ¢’(§) = 0 and
g (x) # 0 for x € [-1,1\{¢}, ¢ (&) = -+ = ¢g"(&) = 0, and g"*+D(€) # 0. The generalized
Filon method[10] is constructed by choosing nodes —1 = ¢; < ¢3 < -+ < ¢, = 1 such that the
stationary point is among the nodes, that is ¢, = £ for some ¢ € {1,2,...,v}. Given multiplicities
mi,Ma,...,m, > 1 corresponding to each node, we let f be the unique Hermite interpolation
polynomial of degree n = Z?Zl mj — 1 obtained by interpolating f at the points {c;}”_; with the
corresponding multiplicities. The method is now simply

1
F _ r iwg(x)
Q"1 = [ Fajerla.

The above integral is computed from linear combinations of moments.
We present another theorem by Iserles and Ngrsett[10] regarding the asymptotic error behaviour
of the generalized Filon method.

THEOREM 2.3. Let mq,m, > s and mq > s(r +1) — 1. Then
QF[f] = I[f] ~ Ow™*~HF) | w — o0,

This theorem is, like Theorem 2.1 proved by expanding f — f and showing that terms up to
order s cancel. The method is trivially expanded to cater for several stationary points, possibly
of different order.

3 The combined Filon/asymptotic method

Let us for the moment assume that there are no stationary points of g in [—1, 1]. This assumption
will be relaxed later on. A combined Filon/asymptotic method is constructed from the asymptotic
expansion with the remainder term (2.1) by applying a Filon-type method on the remainder term,
which is in itself an oscillatory integral. Denoting by Q; 4 a method which is obtained by applying
a p-th order Filon-type method on the remainder of an s-term expansion we get

A . S 1 eiwg(l) . B eiwg(—l) i B
p,s [f] - mz::l (—iw)m |: g/(l) mfl[f](]') g/(_l) mfl[.ﬂ( 1)
(3.1) + ﬁ@ﬁ CANIE

where the o,,[f] are defined as in equation (2.2). Note that this formula is consistent for w # 0
in the sense that if we resolve the remainder term exactly, then the formula is exact as well.
Furthermore, note that the idea is not restricted to Filon-type methods. Any quadrature method
@, can be applied:

THEOREM 3.1. Let g be such that ¢'(x) # 0, —1 < z < 1. Applying a highly oscillatory
quadrature method Q, of asymptotic order p on the remainder in the s-term asymptotic expansion
(2.1) yields a method Qp . Applied to any smooth f this method is of order p+ s, that is

Qps[f1 = 1[f] ~ Ow™ ), w— oo



Combined Filon/asymptotic method 7

PRrROOF. Writing out the asymptotic expansion of @, s[f] — I[f] gives
1

Qpslf] = If] ~ WQP[JS[f](x)]
s 1 eiwg(1) eiwg(—1)
© X o [ e 0 = G e e
1 0 1 6iwg(1)
= (—iLU)S <Qp[0's[f](x)] - JZ:; (Zw)j [ g’(l) O'j_1[0's[f]](1)
6iwg(71) .
g’(—l) aj—l[as[f]](_ )})
1 —p—1y _ w—p—s—l
~ Gy O =0 ),
where the last line appears by using the asymptotic error property of the method @,,. ]

We will here limit our attention to the case where @), is a Filon-type method, and we call the
combined method Q; 4 a Filon/asymptotic method.

EXAMPLE 3.1. For the simplest case set s =1 and get

1 [eiws(1) etwg(—1)
(3.2) QP = [

P RARA Iy

which is a method of asymptotic order p + 1.

s
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Figure 3.1: The absolute value of the error for the combined Filon/asymptotic method (top) and
the classical Filon-type method (bottom) from example 3.2, all scaled by w?.

EXAMPLE 3.2. We wish to compute

1 iwzx
/ °  da.
1 24+ x
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Interpolating f(x) = 1/(2+x) and its first derivative at x = —1 and x = 1 will give us a Filon-type
method of asymptotic order s = 2. This method requires four moments. Interpolating only the
function value of o1(x) = —1/(2 + z)? at the two endpoints gives the combined Filon/asymptotic
scheme which is also of asymptotic order 2, but only needs two moments. We expect this to be
at the cost of not that good approximation properties compared to the classical method, which is
indeed confirmed by experiments, see figure 3.1. Note that the crests of the curve of one method
seems to correspond with the troughs of the other, much like what was pointed out by Iserles &
Norsett in [10]. This behaviour will be discussed in section 5.

The key element in a discussion of the efficiency of this method is the need for moments.
Recall that a classical asymptotic method needs no moments, but it breaks down for small w
and the error is not controllable. On the other hand a classical Filon-type method can be made
precise also for moderately sized w, but at the cost of moments. A Filon-type method needs a
minimum of 2p moments to obtain asymptotic order p. The combined Filon/asymptotic method
is situated between the Filon-type method and the asymptotic method, both in spirit and in terms
of requirements. For example, this method can obtain any asymptotic order as well as accuracy
for moderately sized w with the use of only two moments. The asymptotic nature of the method
is revealed by the 1/w*-factor which indicates that it will perform bad as w — 0. For w = 0 the
method does not work, as opposed to the classical Filon-type method which in this case reduces to
a classical quadrature method. The combined method can, like the classical Filon-type method, be
made precise to a prescribed tolerance by adding more moments. The usefulness is here dictated
by the cost of computing moments, as well as the cost of computing o,,[f] and its derivatives. The
following example, example 3.3, shows how a combined Filon/asymptotic method performs better
than a classical Filon-type method with approximately the same input data. This observation will
be elaborated on in section 5.1.

EXAMPLE 3.3. Once again we wish to compute with a combined Filon/asymptotic method the

12- 1.2
S I -+

1.0—- 107

001

0.8—- 0.8—-

07 07

().6—- 0'6_-

0-5‘- 0.5—.

0.4- 0.4—.

0.3 T T T T T y y y 103 T . . . . T T T )
10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100
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Figure 3.2: a) Error for the Filon/asymptotic method with interpolation nodes [—1, 0, 1](top), and
[—1,—-1/3,1/3,1](bottom), scaled by w®. b) Error for the classical Filon-type method scaled by
w? (same scale as (a).)

integral
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but this time we include internal nodes. Interpolating oy (z) = —1/(2+ x)? at the nodes [—1,0,1],
and [—1,—1/3,1/3,1] will result in combined schemes requiring three and four moments respec-
tively. That means comparable to the classical Filon-type method from example 3.2, which is
obtained by interpolating f(x) = 1/(2 + x) with its first derivative at the endpoints requiring four
moments. Both this classical method and the above described combined methods have asymptotic
order 2. Comparing error plots for the methods(see figure 3.2) we see that the combined method
with nodes [—1,0, 1] has almost exactly the asymptotic error constant as the classical method when
w increases, whereas the one with nodes [—1,—1/3,1/3,1] has a significantly smaller error constant.
In figure 3.3 we see how the different methods behaves for small w. Note that including internal
nodes reduces the severity of the singularity. Even for quite small w the best Filon/asymptotic
method is better than the classical method.

10! 4
100—;
107 4
102 3
1073 3
1074 3
1072 4

1076

Figure 3.3: Log-plot of the error for the Filon/asymptotic method with interpolation nodes
[-1,1](top), [—1,0,1](middle) and [-1,—1/3,1/3,1](bottom), not scaled. Error for the classi-
cal Filon-type method shown as a dotted line

3.1 The combined Filon/asymptotic method with stationary points

Extending the method to cater for stationary points is fairly straightforward given Lemma 2.2.
Assume in the following that £ is the only stationary point of order r in [—1, 1]. This requirement
is not crucial, it will just simplify otherwise horrific expressions. In the following we will denote
by @, a method tailored for this problem, like the generalized Filon-type quadrature, which for
smooth f bears an error

Qplf] = I[f] ~ Ow P~V 1w — o0

Applying the generalized Filon method Qf on the expansion (2.9) yields the generalized com-
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bined Filon/asymptotic method

r—1 s

1= 5 @93 - 199
]=0‘7 1
S ng(l) 1 )
(3.3) l (pm-alf Z—,pm RGNS
m= 1 O

1 )
- g’(—l) (Pm 1Lf 2)ij 1lf (J) f)(_l_f)J)l

+ (_+ng [Ps [fﬂ

pmf] are defined as in equation (2.10). Recall that Qg is constructed by interpolating f in the
endpoints and & (¢1, ¢, and ¢g) with multiplicities m1, m, and m, respectively. Using a generic
method @), we have the following theorem:

THEOREM 3.2. Assume ¢'(€) = --- = g"(¢) = 0, g"TV(€) # 0 and ¢'(x) # 0 for = €
[—1,1\{¢}. Let Q, be a method which for any smooth f has the asymptotic error

Qplf] = I[f] ~ O P M) — oo,

For the combined method Q, s, constructed by applying Q, on the remainder term in expansion
(2.9), applied to any smooth f it is true that

Qp.s[f] = I[f] ~ O™~V IHD) -y — oo

PRrOOF. Completely analogous to the proof of Theorem 3.1 we get

Qul) =11~ i (@l = [ ol a)

- ﬁowfo—“(””) = OfwPe M),

|

Again we restrict our treatment to the method Q; 4 constructed from a generalized Filon-type
method.

ExXAMPLE 3.4. The simplest case is a problem with only one stationary point £ of order one, ex-
panded with one term(as in equation (2.7)). The combined Filon/asymptotic method (3.3) written
out is then

(3.4) A e R )
Lo [d J@) - 1)
g [dx g (@) }

ExAMPLE 3.5. The oscillator of the integral

1
/ @3 dg
-1

has an order one stationary point at x = 0. Interpolating p1[f](x) = %f(f) (;;(E) zeT’;ngrl

at the nodes [—1,0,1] (using ’Hospital’s rule to obtain the value at the stationary point) gives a
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Figure 3.4: a) The absolute value of the error for the combined Filon/asymptotic method
with ¢ = [-1,0,1] (top), together with classical Filon-type method (bottom) in logarithmic
scale. b) Combined method with ¢ = [-1,—1/2,0,1/2,1] (bottom), and the classical Filon-type
method (top). All curves are scaled by w?. Logarithmic scale is used in (a) in order to properly
represent both curves in the same plot.

combined Filon/asymptotic scheme on the form of (3.4). The predicted error behaviour seems to be
confirmed by experiments (see figure 3.4). The proposed scheme needs three moments plus the first
generalized moment 1o which is constructed from these. A classical Filon-type method requires a
total of seven to obtain the same asymptotic order. Figure 3.4 (a) shows that the proposed method
has a much higher asymptotic error constant than the classical Filon-type method, however do we
only need to add two interpolation nodes, that is two moments, to beat it. See figure 3.4 (b) for
illustration.

4 Extension to the multivariate case

For the model multivariate highly oscillatory integral we write
17.9) = [ fooeray,
Q

where Q € R? and f,g : Q — R. Bringing the highly oscillatory quadrature methods into the
multivariate setting presents us with a whole set of complications. For example we will have
to take into account not only stationary points, x s.t Vg(x) = 0, but also points of resonance,
those are boundary points where Vg is orthogonal to the boundary, ie. no oscillation along the
boundary. For general smooth boundaries resonance will necessarily be a problem, in this case
theory is not yet fully developed. Furthermore, computing moments will be even more expensive
than in the univariate case. For oscillatory integrals on simplices and polygons we refer to [11] for
a theoretical treatment.

In the following we assume that no stationary points or resonance points are present. Further-
more we restrict our treatment to the d-dimensional simplex?. The Filon-type method is in this
case, like in the 1D case, constructed by interpolating in critical points, here being the vertices

2Note that polygons can be tiled by simplices, thus generalising the results for a simplex to the polygon case.
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of the simplex. Increasing asymptotic order is done by increasing the number of interpolated
derivatives at the vertices.

The point of departure for developing a combined formula will here be the Stokes-type formula
for a simplex as presented in [11]:

f(x)
IVg(x)[[?

_i f(X) iwg(x)
(1 o 7 it vaeo | eorav

Using the formula repeatedly on the remainder term yields an expansion with an integral remainder
term. We here state this as a theorem:

1780 =7 [ n76va (90945

W

THEOREM 4.1. For any smooth f and smooth g without stationary points and subject to the
non-resonance condition, it is true that

2 1 O'm—l(x) 1
I[f,S4] = — 7/ n” (x)Vg(x) =L piwsx)qg
28 == 2 i o, Vg0l
1 / :
4.2 ——— | os(x)e™9ay,
(42) iy e, 7o
where
o0(x) = f(x)
Om1(x) = VT {Jm(X)VgX}
20 =V 9o VI
PROOF. The proof follows from an iterated use of formula (4.1). 0

The expansion (4.2) can be carried on to obtain a full expansion for large w, showing that
the value of the integral is asymptotically determined by integrals over the faces of the simplex.
Furthermore, by expanding the lower dimensional integrals one repeatedly ”pushes” the integrals
from faces to edges(lower dimensional faces), a process which terminates at the vertices, indicating
that the value of the integral is asymptotically determined by data at the vertices of the simplex.
The expansion can also be used to show that the value of the integral I[f, Sy decays like O(w™4).

Now the combined method in all its glorious generality:

THEOREM 4.2. Assume @, is a quadrature method with asymptotic order p, that is
I[f,84] = Qplf. Sal ~ O(W™77), w — o0,

For any smooth f and g, without stationary points and subject to the non-resonance condition,
the method

S

N L T o) Zmm ) i)
QS == 2 mim /asd CIVINGgeonEe ™ 98
(4.3) + (_Z.%)SQP[O'S,Sd]

is of asymptotic order s + p.

PROOF. As in proof of theorem 3.1, write out the expansion of the error and use the asymptotic
error property of Q. O

This method is not really a quadrature rule per se, as we have not addressed the fact that also the
boundary integrals have to be treated somehow. A lower dimensional, thus cheaper, quadrature
method might be used. Using the Stokes-type formula to reduce the dimension of the boundary
integrals until we are left with a formula incorporating data only at the vertices is a possibility,
but then also treating the resulting remainder terms with a Filon-type method is preferable in
order to retain control over the error.
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4.1  Quadrature on the 2D simplex

To illustrate the combined Filon/asymptotic approach in the multivariate case we consider the
case of the 2D simplex. Assume no stationary points or resonance points are present and write

1 1—y )
1f. 8] = / / F(@, )o@ dady,
0 0

Applying the Stokes-type formula once yields:

e f(2,0)  iwg(a0
(4.4) I[f,S2] = 7/ n TVg(:v,O)iewg(””’ )dz
iw o Vg (, )l
flz,1—x) - 1
+\[ / ngTVg )—ezwg(z, ) Qe
IVg(a, 1 = z)[]?
N n TVg(O y)#ei‘“g(o’y)dy
/ ’ V900
B R
v z,y)| eIV dady
w IVg(z, )2
withny = [0,—1],nz = [g, g] and ny = [—1, 0] being outer normals as illustrated in figure 4.1.
n2
< 3

lnl

Figure 4.1

EXAMPLE 4.1.
Considering the problem

1 1-y )
I= / / sin(z + y)ew(wﬂy)dxdy,
0o Jo

we construct a classical Filon-type method of order 2, meaning the error goes down like O(w™*), by
interpolating function values and derivatives at the vertices. An interpolation point at (1/4,1/4)
is included in order to fix the last parameter in a full third order interpolation polynomial. Thus
10 moments are required. Constructing a combined method with the same asymptotic order from
the formula (4.4), which consists of three univariate and one bivariate integrals, can be done with
a first order multivariate method applied to the remainder term and a second order univariate
method(error goes like O(w™3)) on the boundary terms. In total we need four univariate moments
per edge plus three bivariate moments for the remainder term. Adding an interpolation point in



14 A. Asheim

0.03 0.03 ﬂ

0.02 0.02 ’\A

0.01-. 0.01-.

0.00 T T T T T T T T 1 0.00 T T T T T T T T 1
10 20 30 40 50 R 60 70 80 90 100 10 20 30 40 50 . 60 70 80 90 100

Figure 4.2: a) The error of the classical Filon-type method, scaled by w*. b) The combined
method, also scaled by w?.

(1/4,1/4) for the sake of comparison gives a method with similar accuracy as the classical method,
see figure 4.2. We observe that in this case the combined method performs better than the classical
method, for general problems the two methods will have comparable accuracy.

Assuming bivariate moments are much harder to compute than univariate moments, the example
shows a good improvement of efficiency. On the downside the combined method is harder to
implement, and for error control, the error of four quadratures must be balanced, which can pose
a problem.

The combined method can also be constructed in a more extreme way, sorting out all information
at the vertices as simple terms, and all integrals as remainder terms. Carrying out the compu-
tations for the non-resonant 2D simplex problem without stationary points yields the following
expression:

eiwg(0,0)
= ar | oo (oo * o)
w910 £(1,0) (gy(LO) ~ 92(1,0) +gy(1,0))
HVQ(LO)HQ gm(lao) g:r:(170) —gy(l,O)
e9(0:1) £(0,1) (gx(O, 1) N 9.(0,1) +gy(0,1))
HV9(071)||2 gy(ovl) 996(071) —gy(O,l)

1o td (,0)9y(2,0) | iwg(w.0) 4,
iy [/ & o Oy o
B /1 d { fz,1—2)(ge(x,1 —2) + gy(z,1 — ) ] Jio(e1-2) g
o 3 (V90,1 = D)l Plgu(a 1 — 2) — gy 1 — 2))

! i f(Oa y)gz (07 y) 6iwg(O,y)
*/o ay ng(o 0)|Pay 0, y>] @

1— y T
y) :| iwg(x,y)
Vyg(x, eI\ Y dady,
/ [ [ etey Y

Note however that this approach will potentially only reduce on the number of univariate moments
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needed, the bivariate remainder term is still at large. Therefore we will not pursue this approach
further.

5 FError estimates

In Example 3.2 where the simple univariate case without stationary point was considered, we
observed how the troughs in the error plot for a particular Filon/asymptotic method seem to
correspond with the peaks of a classical Filon-type method. This is exactly the same observation
Iserles and Ngrsett made in [9], but then for two different Filon-type methods. The behaviour we
have observed can be explained in a similar way. This investigation will also lead to a method for
comparing classical Filon-type methods and Filon/asymptotic methods of the same asymptotic
order.

Assume in the following that ¢’(z) # 0, —1 < 2 < 1. From the discussion on the asymptotic
order of a Filon-type method and equation (2.3) it is clear that

OF 1] — 1f) ~ 2

ot T OWw™P?), w— oo
w

el [f] is basically the next term in the expansion of f — f, with f being the interpolant of f:

F11 = S ol D) = 0]~ o o A1) — oy (D)

e =———1I|o -0 ——— o —-1)—o —1)].

? g " ! g(=1) " :

By arguing that o,[f] = %—i— a linear combination of f*) multiplied by a function involving
derivatives of g, k = 0,...,p — 1, one states that for a Filon-type method the asymptotic error

constant |e]| can be estimated by

where

ri_ [FPW - Q) | 1FOCD) - )
A B 60 v e

The exact same reasoning can be used to estimate the asymptotic error constant for a combined
Filon/asymptotic method in 4. Keeping in mind that the asymptotic order of this method is p+s
we can write

e lf]

o [F] = 11f] ~ wiis+1 +O0w™P7?), w— oo

Now the Filon-type method is applied to the remainder, so it should be clear that

A eiwg(l) ~ ®) ®) eiwg(fl)

ATe) — D — o f1®1) - "

ep,s [f] g/(].) [Us[f] ( ) g [f] ( )} g/(—].)

Here 7,[f] denotes the interpolant of o,[f], and &s[f]®)(z) its p-th derivative evaluated in x. This
gives

(5[ (=1) = os[/1P (-1)].

AFALF < [ef 211 < ATAL),
with

s (A1 (1) — o [P W] | [0[AP(=1) — o[ (=D)] |

AL = /(D -+

EXAMPLE 5.1. FEzxzample 3.2 concerns the problem fil %dx, whereby applying a Filon-type
method we obtain
. 1, 2, 2 4

flz) = —5963 tgrmgrtg  and [AF,AF] = [0.5930, 1.1852).
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The combined Filon/asymptotic method has

a1[f](z) = gx —g and  [AFA ATA] = [1.1852, 1.9259].

These estimates explain the most significant features of Figure 3.1. For the schemes in Example
3.3 we have:

c=[-1,0,1]: 61[f](x) = §§x2+ m—% [AFA AFA] = [0.7037, 1.1852]
L A

+ 17025 11025 [AIjAvAiA] = [0.3754, 0.6492]
These calculations fit well with what has been observed, mote in particular how the method with
c =[—1,0,1] closely matches the classical Filon-type method.

5.1 Comparing the classical Filon and Filon/asymptotic methods

Now it is time to address the important question: Will a combined Filon/ asymptotic method
get better accuracy than the classical Filon-type method from the same information®? For sim-
plicity, consider the Fourier case g(x) = x, and also assume derivatives of f are easily available.
The maximum error for a Filon-type method and a combined Filon/asymptotic method, both of
asymptotic order p, as w becomes large are then

AL = 1F2 W) = fP )]+ 7P (=1) - fP(-1)],
ATAS) = 18171272 (1) = o[ ()] + 5. /1P (1) = o[ /1P~ (-1)]
=5[] (1) = P W) + |6 [A1P7 (-1) = fP (D).

Now g(z) =  implies that o,[f] = f*), and &,[f] is the interpolant of f(¥). We see that both
methods have an error which is determined by the interpolant’s ability to approximate the pth
derivative of f at the endpoints. The error constant in the Filon-type method comes from in-
terpolating f and differentiating the interpolant, for the combined approach take s derivatives,
interpolate, then differentiate. The possibility to more freely chose the placement of the interpo-
lation nodes, not restricted to the endpoints, will also result in a better approximation of the pth
derivative, explaining at least in part why the combined method performs better than the classical
method with the same data. We wish to explore this a bit further.

In the following we will do a small computation to demonstrate what can be gained by using
a combined method. Consider a method constructed from 2p nodes distributed equidistantly,
including endpoints, to approximate the error in a p — 1 term asymptotic expansion, that is
a Qp 1,1-type method, compared to a Filon-type method of asymptotic order p of minimum
complexity fo ? By an order p method of minimum complexity we mean a method constructed
by interpolating only p derivatives at the endpoints with no internal nodes, implying that we use
the minimum number of moments to attain order p. Now bear in mind that equidistant points
are by no means optimal, but are just used for the sake of demonstration. These two methods
are both are of asymptotic order p and use 2p moments. Qg requires p data at each endpoint to
interpolate f, it is well known that the error of the Hermite interpolation is[5]

- (2p)

o) = ) = F @ 10 - 1y
where ¢; € [—1,1]. Then from Rodrigues’ formula[1]

PO - 10w = £ g,

3Information here signifies moments.
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with P,(x) being the pth Legendre polynomial. As |P,(£1)| =1 we have
fCP) ()] 2Py
(2p)! T(p+1)

For the Qf f‘m—type method, we consider the case with n+1 equidistant nodes, including endpoints.
We interpolate o,_1[f], and the interpolation error is now(5]:

(5.1) ALLf] =27"p! =) (c1)]

f(p—1+n+1)(02) n

2
GRS g(m_ L+il),

Gp-1[f](x) — FP(2)

for ¢ € [—1,1]. This simplifies to

_ [P (e) 2T (5 (2 + 1))

Go 1 fl(x) — FP V() = > .
P [f]( ) f ( ) (n+1)! nn-i-ll"(%(x—l))

Differentiating gives

_fP(e) 2" (P + D)+ 1) - UG- DTG +1)+1)

Gyl (@) = S Pe) = S (20— 1) |

with U being the digamma function. The limit of the above expression as = tends to +1 can be
found with a bit of effort:

Jim [ f1w) = £ @)] = 19 o) (1)
Now
(52) S e

For the case where the two methods use the same moments n = 2p — 1, and then

22p

AFA _ (3p—1) c )
+ [-ﬂ ‘f ( 2)|2p (2p_ 1)217—1

Now we investigate the relative sizes of the two asymptotic error constants.

2p

APAL) 1PV ) lmpmmer _ [F D (e)| 8 Dp+1/2)

AL[f] 120 (er) 2 7@ (cr)| 4 Vap(2p — 1)1

If we use no derivatives, that is p = 1, the ratio is one, and for increasing p the ration is decreasing.
In general the derivatives can often be assumed to be of magnitude |f(™| ~ L™, this will in the
limit not alter the conclusion. The significance of the above calculations is most easily appreciated
through a plot. Figure 5.1 shows that, assuming the derivatives of f are of the same order of
magnitude, the combined Filon/asymptotic method will have a smaller error constant when using
the same number of moments.

EXAMPLE 5.2. As a final little calculation we once again investigate Example 3.3 and the close
match between the ¢ = [—1,0,1] combined Filon/asymptotic method and the classical Filon-type
method, both of order p = 2. Equation (5.1) with p =2 gives for the latter

Jro2

PN

The ¢ = [—1,0,1] combined Filon/asymptotic method has three equidistant nodes, that is n = 2.
Equation (5.2) gives,

AL~

23 2
AFA ~ = —.
v~ 3 =3
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10° 4

—_
(=]
{

. . i 82 D(p+1/2)
Figure 5.1: Log-plot of the ratio % Jepzp— )T

This fits well with the close match between the two methods that we observe in example 3.5.
Provided that derivatives are of the same order, these methods will in general perform similarly.

We must remark that although the proposed method apparently performs better, it is by no
means optimal. The freedom to choose interpolation nodes could be used to minimise the error,
placing nodes closer to the boundary would generally be better as derivatives at the boundary
would be better approximated, see [9], but this also depends on the size of w. In the limit w — oo,
placing all the nodes at the boundary, increasing the asymptotic order would be best. On the
other hand, a more spread out distribution would probably be beneficial for smaller w. All this
seems to make the whole discussion about asymptotic error constants slightly artificial.

6 Conclusion

We have demonstrated the feasibility of combining the asymptotic expansion of highly oscillatory
integrals and Filon-type methods. Experiments as well as theoretical calculations show that the
combined method can achieve better precision than the classical Filon-type method with more or
less the same information. The extra cost of the combined method lies mainly in more complicated
expressions, especially for cases with several stationary points or in the multivariate case. In order
to make a combined method for more general oscillatory integrals we must have an asymptotic
expansion with an oscillatory integral remainder. However, such an expansion is not always
available.
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