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Abstract

In this work, we suggest some estimators of the characteristic function, which are consistent

uniformly over the whole real line under condition that the underlying distribution does not

contain a singular component in the Lebesgue decomposition.
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1. Introduction

Let X1, ..., Xn be a random sample (independent and identically distributed random variables)

from a distribution function F (x). Denote the characteristic function of Xj and the empirical charac-

teristic function of the sample by f(t) and fn(t), respectively. The empirical characteristic function

is a strongly consistent estimator of the underlying characteristic function. Moreover, the Glivenko-

Cantelli theorem implies that fn(t) is strongly consistent uniformly on each bounded subset. Csörgő

and Totik (1983) proved that

P

(

lim
n→∞

sup
|t|≤Tn

|fn(t) − f(t)| = 0

)

= 1

if Tn → ∞ so that

lim
n→∞

log Tn

n
= 0.

For some classes of underlying distributions this result can be improved, see Ushakov (1999). For

example, if f(t) is the characteristic function of a discrete distribution, then fn(t) is strongly consistent

uniformly over the whole real line, see Feuerverger and Mureika (1977). In the general case however,

the result of Csörgő and Totik is sharp. In particular, if the underlying distribution is absolutely

continuous, then fn(t) cannot be consistent uniformly on the whole real line. However, in this case,

the empirical characteristic function can be modified in such a way that the resulting estimator is

uniformly consistent. For instance, the estimator

f∗
n(t) =

{

fn(t) for |t| ≤ Tn,

0 for |t| > Tn,

where Tn → ∞ and log Tn/n → 0 as n → ∞, is strongly consistent uniformly on the whole real line.

The defect of this estimator is that its realizations are never characteristic functions. In this work,

we show that if the underlying distribution does not contain the singular component in the Lebesgue

decomposition, then there exists an estimator of the characteristic function which is strongly consistent

uniformly on the whole real line, and whose realizations are always characteristic functions.

If the underlying distribution contains the singular component, situation is unclear. Perhaps

uniformly consisten estimator does not exist. This case however is not of practical interest because it

is doubtful that such distributions can arise in applications.

2. Absolutely continuous case

In this section, we suppose that F (x), the distribution function of observations Xk, is absolutely

continuous. It is well known that in this case |f(t)| → 0 as |t| → ∞. Let ϕ(t) be the characteristic

function of an arbitrary absolutely continuous distribution. Consider the following estimator of f(t)

fn(t; h) = fn(t)ϕ(ht)

where h = hn is a positive parameter (depending on n). The following theorem gives necessary and

sufficient conditions under which fn(t; h) is a strongly consistent estimator of f(t) uniformly over the

whole real line.
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Theorem 1. fn(t; h) almost surely converges to f(t) uniformly on the real line:

sup
t

|fn(t; h) − f(t)|
a.s.
−→ 0, n → ∞ (1)

if and only if

hn → 0, n → ∞, (2)

and
− log hn

n
→ 0, n → ∞. (3)

Proof. Sufficiency. Consider two arbitrary sequences of positive numbers a1, a2, ... and b1, b2, ...

satisfying conditions:

(i) anhn → ∞, n → ∞,

(ii) bn → ∞, n → ∞,

(iii) bnhn → 0, n → ∞.

These sequences evidently exist. One can put for example an = −h−1
n log hn, and bn =

−h−1
n (log hn)−1. We have

sup
t

|fn(t; h) − f(t)| ≤ sup
t

|fn(t)ϕ(ht) − f(t)ϕ(ht)| + sup
t

|f(t)ϕ(ht) − f(t)|

= sup
t

(|ϕ(ht)| · |fn(t) − f(t)|) + sup
t

(|f(t)| · |ϕ(ht) − 1|)

≤ sup
|t|≤an

|fn(t) − f(t)| + 2 sup
|t|>an

|ϕ(ht)| + sup
|t|≤bn

|ϕ(ht) − 1| + 2 sup
|t|>bn

|f(t)|.

Each of the four summands in the right hand side converges to zero as n → ∞: the first summand due

to theorem 1 by Csörgő and Totik (1983); the second one because ϕ(t) is the characteristic function of

an absolutely continuous distribution and hence ϕ(t) → 0 as |t| → ∞; the third one due to continuity

of ϕ(t), condition ϕ(0) = 1 and condition (iii); the fourth one because f(t) is the characteristic function

of an absolutely continuous distribution (so, f(t) → 0 as |t| → ∞) and due to condition (ii).

Necessity. Prove first necessity of condition (3). Suppose that this condition is not satisfied i.¡e.

lim supn→∞ n−1 log(1/hn) > 0. We prove that in this case (1) does not hold. Suppose the contrary:

(1) holds. Consider a sequence T1, T2, ... such that lim supn→∞ n−1 log Tn > 0 and

Tnhn → 0, n → ∞. (4)

Such a sequence evidently exists, one can put for example Tn = (hn log(1/hn))−1. We have

sup
|t|≤Tn

|fn(t) − f(t)| ≤ sup
|t|≤Tn

|fn(t) − fn(t)ϕ(ht)| + sup
|t|≤Tn

|fn(t)ϕ(ht) − f(t)|. (5)

The second summand in the right hand side almost surely converges to 0 as n → ∞ due to our

assumption that (1) holds. For the first summand we have

sup
|t|≤Tn

|fn(t) − fn(t)ϕ(ht)| ≤ sup
|t|≤Tn

|ϕ(ht) − 1| = sup
|t|≤Tnhn

|ϕ(t) − 1| → 0 as n → ∞,

due to (4), continuity of ϕ(t) and condition ϕ(0) = 1. Thus the right hand side of (5) almost surely

converges to 0 as n → ∞, therefore

sup
|t|≤Tn

|fn(t) − f(t)|
a.s.
−→ 0 as n → ∞.
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But this is in contradiction with theorem 2 by Csörgő and Totik (1983).

Prove now necessity of condition (2). Suppose that (2) does not hold. Then there exist ε > 0 and

a subsequence hnk
such that hnk

> ε. Without loss of generality we can assume that

hn > ε (6)

for all n.

Since ϕ(t) is the characteristic function of an absolutely continuous distribution, for any ∆ > 0

there exists δ > 0 such that

sup
|t|≥∆

|ϕ(t)| ≤ 1 − δ. (7)

Let us fix an arbitrary t0 > 0 such that f(t0) 6= 0. It follows from (6) and (7) that for some positive

δ the inequality |ϕ(ht0)| < 1 − δ holds for all n. This inequality implies that

|1 − ϕ(ht0)| > δ. (8)

We have

|fn(t0; h) − f(t0)| ≥ |fn(t0)ϕ(ht0) − fn(t0)| − |fn(t0) − f(t0)| =

= |fn(t0)| · |ϕ(ht0) − 1| − |fn(t0) − f(t0)|.

Taking into account (8) we obtain from this inequality

lim sup
n→∞

|fn(t0; h) − f(t0)| ≥ δ lim
n→∞

|fn(t0)| − lim
n→∞

|fn(t0) − f(t0)| = δ|f(t0)| > 0

i.e. fn(t0; h) does not converge to f(t0). Thus, necessity of condition (2) is proved.

3. Mixtures

In this section, we consider arbitrary mixtures of discrete and absolutely continuous distributions

i.e. all distributions without singular component in the Lebesgue decomposition. Distributions, having

both the absolutely continuous and discrete components, arise in applications, for example, in financial

statistics, see Bowers et al. (1986).

For any k and n (k ≤ n) define

Tkn =

n
∑

j=1

I(Xk=Xj) and Nkn = I(Tkn>1)

(IA denotes the indicator of the event A). Let ϕ(t) be the characteristic function of any absolutely

continuous distribution, and h = hn be a sequence of positive numbers satisfying conditions hn → 0,

−n−1 log hn → 0 as n → ∞. Define

f̂n(t) =
1

n

n
∑

k=1

NkneitXk +
ϕ(ht)

n

n
∑

k=1

(1 − Nkn)eitXk .

Theorem 2. If F (x) does not contain singular component, then

P

(

lim
n→∞

sup
t∈R1

∣

∣

∣f̂n(t) − f(t)
∣

∣

∣ = 0

)

= 1.
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Proof. Since F (x) does not contain singular component, it is represented in the form

F (x) = αFd(x) + (1 − α)Fac(x),

where Fd(x) is a purely discrete distribution function, Fac(x) is an absolutely continuous distribution

function, and 0 ≤ α ≤ 1. Without loss of generality we can suppose that for all k = 1, 2, ...,

Xk = νkYk + (1 − νk)Zk,

where, for each fixed k, random variables Yk and Zk have distribution functions Fd(x) and Fac(x)

respectively, they (these two random variables) do not depend on νk, and P (νk = 1) = α, P (νk =

0) = 1 − α

Denote characteristic functions, corresponding to distribution functions Fd(x) and Fac(x) by fd(t)

and fac, respectively. Then f(t) = αfd(t) + (1 − α)fac(t). First let us prove that for each fixed

k = 1, 2, ...,

Nkn
a.s.
−→ νk (9)

as n → ∞. Note that the sequence Nkn, n = k, k + 1, ..., increases. Indeed,

n
∑

j=1

I(Xk=Xj ) ≤
n+1
∑

j=1

I(Xk=Xj),

therefore {Tkn > 1} ⊆ {Tk(n+1) > 1} i.e. Nkn ≤ Nk(n+1). Hence there exists a random variable Nk

such that Nkn ↑ Nk, n → ∞. Prove that Nk = νk (a.s.). Nk takes two values, 0 and 1 (because

each Nkn takes only these two values). Show that

P (Nk = 1|νk = 1) = 1 (10)

and

P (Nk = 1|νk = 0) = 0. (11)

Let x1, x2, ... be values which Yk takes with positive probabilities:

P (Yk = xm) = pm > 0, m = 1, 2, ...,
∞
∑

m=1

pm = 1.

Then for each j = 1, 2, ... and each m = 1, 2, ...,

P (Xj = xm) = P (Xj = xm|νj = 1)P (νj = 1) + P (Xj = xm|νj = 0)P (νj = 0)

≥ P (Xj = xm|νj = 1)P (νj = 1) = P (Yj = xm)P (νj = 1) = αpm > 0.

We have

P (Nk = 1|νk = 1) = lim
n→∞

P (Nkn = 1|νk = 1) = lim
n→∞

P





n
⋃

j 6=k

{Xk = Xj}|νk = 1





= P





∞
⋃

j 6=k

{Xk = Xj}|νk = 1



 = P





∞
⋃

j 6=k

{Yk = Xj}|νk = 1




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= P





∞
⋃

j 6=k

{Yk = Xj}



 =

∞
∑

m=1

P





∞
⋃

j 6=k

{Yk = xm, Xj = xm}





=

∞
∑

m=1

P



{Yk = xm} ∩

∞
⋃

j 6=k

{Xj = xm}



 =

∞
∑

m=1

P (Yk = xm) = 1

because for every m

P





∞
⋃

j 6=k

{Xj = xm}



 = 1 − P





∞
⋂

j 6=k

{Xj 6= xm}



 = 1 −
∞
∏

j 6=k

P (Xj 6= xm)

= 1 −
∞
∏

j 6=k

(1 − P (Xj = xm)) ≥ 1 −
∞
∏

j 6=k

(1 − αpm) = 1.

Thus (10) is proved. Prove (11). We have

P (Nk = 1|νk = 0) = lim
n→∞

P (Nkn = 1|νk = 0) = lim
n→∞

P





n
⋃

j 6=k

{Xk = Xj}|νk = 0





= P





∞
⋃

j 6=k

{Xk = Xj}|νk = 0



 = P





∞
⋃

j 6=k

{Zk = Xj}



 ≤

∞
∑

j 6=k

P (Zk = Xj) = 0

because for any j P (Zk = Xj) = P (Zk − Xj = 0) = 0 since Zk − Xj is a continuous random variable

(Zk is continuous and Zk and Xj are independent). So, (11) is also proved. (10) and (11) imply that

Nk = νk (a.s.).

Now we have

|f̂n(t) − f(t)|

≤

∣

∣

∣

∣

∣

1

n

n
∑

k=1

NkneitXk − αfd(t)

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

ϕ(ht)

n

n
∑

k=1

(1 − Nkn)eitXk − (1 − α)fac(t)

∣

∣

∣

∣

∣

≤

∣

∣

∣

∣

∣

1

n

n
∑

k=1

NkneitXk −
1

n

n
∑

k=1

νkeitXk

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

1

n

n
∑

k=1

νkeitXk − αfd(t)

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

ϕ(ht)

n

n
∑

k=1

(1 − Nkn)eitXk −
ϕ(ht)

n

n
∑

k=1

(1 − νk)eitXk

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

ϕ(ht)

n

n
∑

k=1

(1 − νk)eitXk − (1 − α)fac(t)

∣

∣

∣

∣

∣

≤
2

n

n
∑

k=1

|Nkn − νk| +

∣

∣

∣

∣

∣

1

n

n
∑

k=1

νkeitXk − αfd(t)

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

ϕ(ht)

n

n
∑

k=1

(1 − νk)eitXk − (1 − α)fac(t)

∣

∣

∣

∣

∣

≤
2

n

n
∑

k=1

|Nkn − νk| +

∣

∣

∣

∣

∣

1

n

n
∑

k=1

νkeitYk − αfd(t)

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

ϕ(ht)

n

n
∑

k=1

(1 − νk)eitZk − (1 − α)fac(t)

∣

∣

∣

∣

∣

≤
2

n

n
∑

k=1

|Nkn − νk| +

∣

∣

∣

∣

∣

1

n

n
∑

k=1

(νk − α)eitYk

∣

∣

∣

∣

∣

+ |α| ·

∣

∣

∣

∣

∣

1

n

n
∑

k=1

eitYk − fd(t)

∣

∣

∣

∣

∣
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+

∣

∣

∣

∣

∣

1

n

n
∑

k=1

(νk − α)eitZk

∣

∣

∣

∣

∣

+ |1 − α| ·

∣

∣

∣

∣

∣

ϕ(ht)

n

n
∑

k=1

eitZk − fac(t)

∣

∣

∣

∣

∣

.

Each of the five summands in the right hand side uniformly converges to zero as n → ∞. The first

one due to (9). For the second and fourth summands, this is proved using standard technique, see,

for example, proof of the Glivenko-Cantelli theorem. The third one due to the uniform consistency of

the empirical characteristic function in the discrete case. The fifth one due to Theorem 1.
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