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Abstract

This work extends the Integrated Nested Laplace Approximation (INLA) method to latent models

outside the scope of latent Gaussian models, where independent components of the latent field can

have a near-Gaussian distribution. Two important class of models that can be addressed with our

proposed method are non-Gaussian random effects models and dynamic models with non-Gaussian

error term for the observation and/or system equation. Our approach is applied to two examples

and the results are compared with that obtained by Markov Chain Monte Carlo (MCMC), showing

similar accuracy with only a small fraction of computational time. Implementation of the proposed

extension is available in the R package INLA.

Keywords: Approximate Bayesian inference, INLA, MCMC, near-Gaussian latent models

1 Introduction

Integrated Nested Laplace Approximation (INLA) is an approach proposed by Rue et al. (2009) to perform

approximate fully Bayesian inference on the class of latent Gaussian models. It was demonstrated in the

original paper that, when compared with the more usual Markov Chain Monte Carlo (MCMC) schemes

(Robert and Casella, 2004; Gamerman and Lopes, 2006), INLA outperforms the latter both in terms

of accuracy and speed. Monte Carlo averages are characterized by additive Op(N
−1/2) errors, where N

is the simulated sample size, meaning that we need 100 times more computational time to improve our

estimates by one digit. Besides that, due to the additive nature of Monte Carlo estimates, it is even

harder to accurately estimate tail probabilities with MCMC. On the other hand, INLA bypass the need

for stochastic simulation by an extensive use of simple and fast Gaussian approximations in a clever way

to take advantage of the properties of latent Gaussian models, where for most real problems and data

sets, the conditional posterior of the latent field is typically well behaved, being close to a Gaussian. As

opposed to MCMC, INLA has relative error which allow for more accurate estimates of small quantities,

as for example the estimation of tail probabilities.

INLA is not meant to be a replacement of MCMC in applied statistics, but it is a specific tailored

algorithm that works extremely well in the broad class of latent Gaussian models, and thus offer a better

option in this context. This paper proposes an extension that allows INLA to be applied to models

where some independent components of the latent field have a near-Gaussian distribution (see Section

3.1). Interest for such models arise often in the literature but the lack of user friendly software able to

handle them in a fast and accurate way might lead someone to stay with the more standard models, even

though it might not be the best for their applications. Examples of such models are the survival models

with gamma frailty (Ibrahim et al., 2001) where the random effects has a log gamma distribution, more

robust mixed effect models (Pinheiro et al., 2001), where the distribution of the random effects is assumed

to be Student’s t rather than Gaussian, thus allowing for outlier identification and accommodation and

non-Gaussian state space models (Kitagawa, 1987) where the distribution of the noise in the state space

evolution equation is assumed to be non-Gaussian. The list is, of course, much larger than that, and
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a reliable method to fit this large class of models efficiently will provide the right tools for the applied

scientist to practice a more flexible and realistic data analysis.

This extension is not straightforward given the central role that the latent Gaussian field plays in the

INLA methodology. In this paper, we take advantage of the types of approximations performed and the

way they are combined in INLA to propose a new way to look at this latent (near-Gaussian) models of

interest and show how to adapt INLA to fit this more complex class of models. The paper is organized

as following: Section 2 will describe the latent Gaussian models and the INLA methodology, highlighting

the importance of the Gaussian latent field to the success of the method. Section 3 define the sub-class

of latent models of interest in this paper and describe our proposed extension to fit this set of models.

Section 4 illustrate our approach with two examples and Section 5 concludes with some remarks and

point to future research involving the topics discussed in this paper. The proposed extension is already

implemented as part of the R package INLA, and its use is illustrated in Appendix A, where the R code

from the example in Section 4.1 is displayed. 1

2 Integrated Nested Laplace Approximation

This section contains a brief description of latent Gaussian models and a review of the INLA method

proposed by Rue et al. (2009). Latent Gaussian models has a wide range of applications and includes,

for example, regression models, dynamic models, spatial and spatiotemporal models. In Section 2.1 we

define the class of latent Gaussian models and its hierarchical representation that will make the exposition

of the approximation methods described in this paper easier to read. The Gaussian approximation to

conditional distributions of the latent Gaussian field, which is the core of INLA is described in Section 2.2.

The INLA method applied to latent Gaussian models is described in Section 2.3, while the importance

of the Gaussian prior on the latent field to the success of INLA is made explicit is Section 2.4.

2.1 Latent Gaussian models

The INLA framework was designed to deal with latent Gaussian models where the observation (or re-

sponse) variable yi is assumed to belong to a distribution family (not necessarily part of the exponential

family) where the mean µi is linked to a structured additive predictor ηi through a link function g(·),
so that g(µi) = ηi. The structured additive predictor ηi accounts for effects of various covariates in an

additive way:

ηi = α+

nf∑
j=1

f (j)(uji) +

ηβ∑
k=1

βkzki + εi, (1)

where {f (j)(·)}’s are unknown functions of the covariates u, used for example to relax linear relationship

of covariates and to model temporal and/or spatial dependence, the {βk}’s represent the linear effect of

covariates z and the {εi}’s are unstructured terms. Then a Gaussian prior is assigned to α, {f (j)(·)},
{βk} and {εi}.

1Please visit http://www.r-inla.org/ for more information about the R package INLA.
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We can also write the model described above using a hierarchical structure, where the first stage is

formed by the likelihood function with conditional independence properties given the latent field x =

(η, α,f ,β) and possible hyperparameters θ1, where each data point {yi, i = 1, ..., nd} is connected to

one element in the latent field xi. Assuming that the elements of the latent field connected to the data

points are positioned on the first nd elements of x, we have

Stage 1. y|x,θ1 ∼ π(y|x,θ1) =
∏nd

i=1 π(yi|xi,θ1).

The conditional distribution of the latent field x given some possible hyperparameters θ2 forms the second

stage of the model and has a joint Gaussian distribution,

Stage 2. x|θ2 ∼ π(x|θ2) = N (x;0,Q−1(θ2)),

where N (·;µ,Q−1) denotes a multivariate Gaussian distribution with mean vector µ and a precision

matrix Q. In most applications, the latent Gaussian field have conditional independence properties,

which translates into a sparse precision matrix Q(θ2), which is of extreme importance for the numerical

algorithms that will follow. The latent field x may have additional linear constraints of the form Ax = e

for an k × n matrix A of rank k, where k is the number of constraints and n the size of the latent field.

The hierarchical model is then completed with an appropriate prior distribution for the hyperparameters

of the model θ = (θ1,θ2)

Stage 3. θ ∼ π(θ).

2.2 The Gaussian approximation

The Gaussian approximation to densities of the form

π(x|θ,y) ∝ exp

{
− 1

2
xTQ(θ)x+

∑
i∈I

gi(xi)

}
, (2)

plays a important role in INLA, where gi(xi) is a function of xi that may depend on yi and θ, and I is

an index set. Hence in this section we describe one of the many possible ways to approximate (2) by a

Gaussian distribution.

We can perform a Taylor expansion up to second order of gi(xi) around an initial guess µ
(0)
i

gi(xi) ≈ gi(µ
(0)
i ) + bixi −

1

2
cix

2
i ,

where bi and ci depend on µ
(0)
i , and then a Gaussian approximation is obtained with precision matrix

Q+diag(c) and mode given by the solution of {Q+diag(c)}µ(1) = b, where b and c are vectors formed

by b′is and c′is respectively. This process is repeated until it converges to a Gaussian distribution with,

say, mean x∗ and precision matrix Q∗ = Q+ diag(c∗), where c∗ = c(µ∗), which we denote hereafter by

πG(x|θ,y).
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2.3 The INLA method

For the hierarchical model described in Section 2.1 the joint posterior distribution of the unknowns then

reads

π(x,θ|y) ∝ π(θ)π(x|θ)
nd∏
i=1

π(yi|xi,θ)

∝ π(θ)|Q(θ)|n/2 exp
[
− 1

2
xTQ(θ)x+

nd∑
i=1

log{π(yi|xi,θ)}
]

The approximated posterior marginals of interest π̃(xi|y), i = 1, .., n and π̃(θj |y), j = 1, ...,m returned

by INLA has the following form

π̃(xi|y) =
∑
k

π̃(xi|θ(k),y)π̃(θ(k)|y) ∆θ(k) (3)

π̃(θj |y) =
∫
π̃(θ|y)dθj (4)

where {π̃(θ(k)|y)} are the density values computed during a grid exploration on π̃(θ|y). Since we don’t

have π̃(θ|y) evaluated at all points required to compute the integral in Eq. (4) we construct an interpo-

lation I(θ|y) using the density values {π̃(θ(k)|y)} computed during the grid exploration on π̃(θ|y) and

approximate (4) by

π̃(θj |y) =
∫
I(θ|y)dθ−j . (5)

Looking at [(3)-(5)] we can see that the method can be divided into three main tasks, (1) propose an

approximation π̃(θ|y) to the joint posterior of the hyperparameters π(θ|y), (2) propose an approximation

π̃(xi|θ,y) to the marginals of the conditional distribution of the latent field given the data and the

hyperparameters π(xi|θ,y) and (3) explore π̃(θ|y) on a grid and use it to integrate out θ in Eq. (3) and

θ−j in Eq. (5).

The approximation used for the joint posterior of the hyperparameters π(θ|y) is

π̃(θ|y) ∝ π(x,θ,y)

πG(x|θ,y)

∣∣∣∣
x=x∗(θ)

(6)

where πG(x|θ,y) is the Gaussian approximation (see Section 2.2) to the full conditional of x, and x∗(θ)

is the mode of the full conditional for x, for a given θ. Expression (6) is equivalent to Tierney and

Kadane (1986) Laplace approximation of a marginal posterior distribution, and it is exact if π(x|y,θ) is
a Gaussian.

For π(xi|θ,y), three options are available, and they vary in terms of speed and accuracy. The

fastest option, πG(xi|θ,y), is to use the marginals of the Gaussian approximation πG(x|θ,y) already

computed when evaluating expression (6). The only extra cost to obtain πG(xi|θ,y) is to compute the

marginal variances from the sparse precision matrix of πG(x|θ,y). The Gaussian approximation often

gives reasonable results, but there can be errors in the location and/or errors due to the lack of skewness
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(Rue and Martino, 2007). The more accurate approach would be to do again a Laplace approximation,

denoted by πLA(xi|θ,y), with a form similar to expression (6)

πLA(xi|θ,y) ∝
π(x,θ,y)

πGG(xi|xi,θ,y)

∣∣∣∣
x−i=x−i∗(xi,θ)

, (7)

where πGG(xi|xi,θ,y) is the Gaussian approximation to xi|xi,θ,y and x−i ∗ (xi,θ) is the modal con-

figuration. A third option πSLA(xi|θ,y), called simplified Laplace approximation, is obtained by doing

a Taylor expansion on the numerator and denominator of expression (7) up to third order, thus cor-

recting the Gaussian approximation for location and skewness with a much lower cost when compared

to πLA(xi|θ,y). We refer to Rue et al. (2009) for a detailed description of the Gaussian, Laplace and

simplified Laplace approximations to π(xi|θ,y).

2.4 INLA and the importance of the Gaussian field

The main challenge in applying INLA to latent models is that the method depends heavily on the latent

Gaussian prior assumption to work properly, both from the computational point of view and from the

choice of approximations used as described in Section 2.3.

For the full conditional of x to be well approximated by a Gaussian distribution in equations (6)

and (7), we need it to be well behaved and close to a Gaussian. This is basically ensured by the latent

Gaussian prior that is assigned to x (see Stage 2 of Section 2.1) in latent Gaussian models, which has a

non-negligible effect on the posterior, especially in terms of dependence between the components of x.

Another important issue is that the conditional independence properties often encountered in the

latent field translates into a sparse precision matrix when it is Gaussian distributed. This imply a

huge decrease in computational time when performing the Gaussian approximation, which is extremely

important since a Gaussian approximation needs to be computed for each value θ(k) used on the grid for

the numerical integration in Eq. (3).

3 Extension to near-Gaussian latent models

In this section we show how to extend the scope of INLA to include models similar in structure to the

latent Gaussian models described in Section 2.1 but where the prior for some components of the latent

field can have a near-Gaussian distribution. Section 3.1 will define these latent models in general while

Section 3.2 will present an specific example, namely a survival model with Gamma frailty.

3.1 Near-Gaussian latent models

The models we are interested in this paper has the same structure as the latent Gaussian models described

in Section 2.1 with the exception that the latent field has some independent non-Gaussian components.

We redefine stage 2 of the hierarchical model of Section 2.1 as

Stage 2new. (xG,xNG)︸ ︷︷ ︸
x

|θ2 ∼ π(x|θ2) = N (xG;0,Q
−1(θ2))×

∏
i π(xNGi|θ2),
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where xG and xNG represent the Gaussian and non-Gaussian terms of the latent field, respectively. In

addition we assume that xNG is formed by independent random variables. As a result, the distribution

of the latent field is not Gaussian anymore, which precludes the use of INLA to fit this class of models.

The term near-Gaussian latent models refer to the restrictions we impose on the non-Gaussian compo-

nents of the latent field. We aim for non-Gaussian distributions that are not to different from a Gaussian

one, and are so that they could be well enough approximated by a Gaussian density (at least locally).

Unfortunately, it is not very useful to make a precise definition of this property, as what matters in the

end is how our new approximation scheme performs in practice. We hope that it all becomes more clear

and intuitive through out the rest of Section 3.

A first approach to fit these models with INLA would be to include the non-Gaussian components

xNG in the hyperparameters θ of the model. However, this is not a good idea in practice since the size

of xNG is usually large and typically increase as the number of data points. This naive approach would

lead to accurate results but the cost would be a large increase in computational time due to the grid

exploration necessary to compute Eqs. (3)-(5). Our approach will deliver accurate results without the

burden in computational time.

3.2 Survival model - A first example

Consider the following exponential model that can be used to analyze survival data that comes from

subjects of the same group who are related to each other or from multiple recurrence times of a event for

the same individual. The likelihood

tij ∼ exp(λij), i = 1, ..., I and j = 1, ..., J (8)

is given by independent exponential distributions given λ = {λij , i = 1, ..., I, j = 1, ..., J}, where

λij = 1/µij and µij is the mean of tij . The index I could be interpreted as the number of groups in the

data, while J would be the number of individuals in each group. This is a case of balanced data-set, but

the unbalanced case could be treated just as easy by our method.

It is expected that individuals belonging to the same group are correlated with each other, this can be

included in the model through the addition of random effects w = {w1, ..., wI} to account for variation

between groups,

ηij = log(λij) = β0 + β1xij + logwi. (9)

Besides the random effects, it is common to include some covariate effects that in our case are represented

by the fixed effects β0 and β1. In the survival analysis literature, the random effects are often called frailty

and it is common to assume that they are Gamma distributed, wi ∼ Gamma(κ, κ), with E(wi) = 1 to

avoid identifiability issues. Gaussian priors are assumed for the fixed effects and a Gamma prior is often

used for the random-effect hyperparameter κ.

The latent field for this model is given by x = (η,β, b), with b = log(w) and it is non Gaussian since
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b is formed by independent log-Gamma random variables,

π(b|κ) =
I∏

i=1

π(bi|κ) =
I∏

i=1

κκ

Γ(κ)
exp{κ(bi − exp(bi))}. (10)

Such a model cannot be applied straightforwardly using INLA since the assumption in Stage 2 is violated.

However, it fits the class of models in Section 3.1 and will be further analyzed in Section 4.1 with our

approach that we now describe.

3.3 The extension

It was described in Section 2.4 some points that explain the importance of the latent Gaussian prior for

INLA to run smoothly. With that in mind we propose to approximate the prior of the non-Gaussian

components π(xNG|θ2) by a Gaussian distribution πG(xNG|θ2) and correct this approximation by the

correction term

CT = π(xNG|θ2)/πG(xNG|θ2) (11)

in the likelihood. This is, in fact, a way of writing a latent model of the form described in Section 3.1

into a latent Gaussian model, defined in Section 2.1.

The first stage is now formed by the original likelihood multiplied by the correction term

nd∏
i=1

π(yi|xi,θ1)× π(xNG|θ2)/πG(xNG|θ2).

Another way of writing this is to define an extended response vector z, with zi = yi if i ≤ nd and zi = 0

if nd < i ≤ nd + k, where k is the length of xNG and write

Stage 1. z|x,θ ∼ π(z|x,θ) =
∏nd+k

i=1 π(zi|xi,θ), where

π(zi|xi,θ) =

{
π(yi|xi,θ1) for 1 ≤ i ≤ nd

π(xNG,i|θ2)/πG(xNG,i|θ2) for nd < i ≤ nd + k
(12)

It is important to emphasize that Stage 1 above is not the likelihood function, but expressing the

model using this form will make the description and implementation of the algorithm that follows easier.

The latent field has now a Gaussian approximation replacing the non-Gaussian distribution of xNG,

Stage 2. (xG,xNG)︸ ︷︷ ︸
x

|θ2 ∼ π(x|θ2) = N (xG;0,Q
−1(θ2))× πG(xNG|θ2),

which means that now π(x|θ2) is Gaussian distributed. The third stage is once again formed by the prior

distribution on the hyperparameters,

Stage 3. θ ∼ π(θ).

Independent of the Gaussian approximation πG(xNG|θ2) used, the hierarchical model above is equiv-

alent to the model described in Section 3.1. Considerations on how to chose this Gaussian approximation

and how this model formulation will help us to perform inference will be presented soon, but first lets

rewrite the survival model of Section 3.2 in this new formulation.
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Survival model (Cont.)

For the survival model defined in Section 3.2, we have that the original likelihood function, defined in

Eq. (8), is an exponential distribution

log π(tij |ηij) = ηij − exp(ηijtij),

where ηij is the linear predictor defined in Eq. (9). Based on Eq. (10) the correction term (see Eq. (11))

is given by

CT =

nd+I∏
i=nd+1

π(xNG,i|θ2)/πG(xNG,i|θ2)

=

I∏
i=1

π(bi|κ)/πG(bi|µb, τb) = CTi,

with

logCTi = κ(bi − exp(bi)) +
τb(κ)

2
(bi − µb(κ))

2 + const, (13)

where µb(κ) and τb(κ) are the mean and precision parameter of the Gaussian approximation to the log-

Gamma random effects b and const is a constant that does not depend on b. The latent field x = (η, b,β)

is now Gaussian since π(b|κ) is approximated by πG(b|µb(κ), τb(κ)) = N (b;µb(κ)1I , τb(κ)
−1II), where

1n is a vector of ones with dimension n and In is an n× n identity matrix.

�

We now have our latent (non-Gaussian) model of interest written as a latent Gaussian model and can

adapt INLA to perform inference on such models. The main change is on the Gaussian approximation

to the full conditional of the latent field (see Section 2.2), that now takes the form

π(x|θ,y) ∝ exp

{
− 1

2
xTQ(θ)x+

nd∑
i=1

gi(xi) +

nd+k∑
nd+1

hi(xi)

}
, (14)

where gi(xi) = log π(yi|xi,θ) as before and

hi(xi) = logCTi = log π(xNG,i|θ2)− log πG(xNG,i|θ2).

It was shown in Section 2.2 that a Gaussian approximation is obtained by approximating the non-

quadratic functions, in this case gi(xi) and hi(xi), by quadratic functions using Taylor expansion up to

second order. Once we know we are dealing with a well behaved log likelihood function gi(xi) as, for

example, those belonging to the exponential family, the success of a Gaussian approximation to Eq. (14)

will depend heavily on the shape of hi(xi). For instance, it is desirable to have a bounded correction

term

πNG(·|θ)/πG(·|θ) <∞

for a quadratic form approximation to hi(xi) to make sense. This imply that the Gaussian approximation

πG(xNG|θ) should ideally dominate πNG(xNG|θ) in the sense that it should have thicker tails than the
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non-Gaussian distribution it is trying to approximate. But in practice, it is sufficient to have a bounded

correction term on the region that concentrates the bulk of probability mass since we can afford a bigger

approximation error on the region that doesn’t contribute much to the density (14).

Although not necessary, it is also desirable to have a log-concave correction term, at least on a

neighborhood of the mode of Eq. (14), since it gives more stability to the optimization step required to

find the mode of πG(x|θ,y), which is necessary to compute Eq. (6). In our examples, we have chosen

πG(·|θ) to be a Gaussian distribution with zero mean and low precision to approximate the distribution

of the non-Gaussian components πNG(·|θ).

Survival model (Cont.)

For the survival model, we have a log-concave likelihood function as we can see in Figure 1, where we

have the plots of the log likelihood and the second derivative of the log likelihood for a given data point,

assuming different values for the data point.
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Figure 1: Plot of the log likelihood (a) and of the second derivative of the log likelihood (b) against the

linear predictor for different values of data points for the survival model. It was used the following values

for the data point: 0.5 (Dashed), 1 (Solid), 2 (Dotted) and 3 (Dot-dash)

If we use a zero mean and low precision Gaussian distribution (µb = 0 and τb → 0) in Eq. (13) we

also attain a log-concave correction term,

logCTi = κ(bi − exp(bi)) + const

illustrated in Figure 2.

�

Our approach approximates the latent field by a latent Gaussian field to take advantage of the benefits

described in Section 2.4 at the cost of having a more complicated “likelihood” as displayed in Eq. (12),
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Figure 2: Plot of the log correction term (a) and of the second derivative of the log correction term (b)

against bi for different values of κ for the survival model. It was used the following values for κ: 0.5

(Dashed), 1 (Solid), 2 (Dotted) and 3 (Dot-dash)

which will basically affect the Gaussian approximation in Eqs. (6) and (7). Performance considerations

of this approach will be given along the examples of Section 4 and in the conclusion of the paper in

Section 5.

We now proceed to two examples where we apply the methodology proposed in this paper and compare

the results with that obtained by MCMC.

4 Examples

4.1 Survival analysis with Gamma frailty

Here we apply our proposed extension to fit the model defined in Section 3.2 in a simulated data-set

and compare the results with that obtained by MCMC. For the experiment reported we have simulated

100 groups, each of which with 10 individuals. The covariates {xij} in Eq. (9) were simulated from a

uniform distribution on the interval (0, 1) while the frailties came from a Gamma distribution with both

the shape and rate parameters equal to 1. The fixed effects β0 and β1 were chosen to be 1.

We use OpenBUGS (Lunn et al., 2009) to generate samples from the posterior distribution. Figure

3(a) show the posterior mean of the log frailties {bi : bi = logwi, i = 1, ..., 100} obtained by INLA

(x-axis) and by MCMC (y-axis). An identity function is also plotted in order to help visualize the strong

agreement between both methods. Figure 3(b) display the histogram formed by the samples of π(b80|y)
returned by OpenBUGS and the line is the approximated posterior computed using our extension. This

specific component was chosen at random, since similar accuracy was obtained for all log frailties in our

simulation study. Figure 4 show similar pictures for β1 and κ to show that the excellent results are also

valid for the fixed effects and for the hyperparameter κ of our model. The R code used to run INLA in
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this example is available in Appendix A.
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Figure 3: Comparison between INLA and MCMC for the exponential gamma frailty example: (a) Plot of

the posterior mean of the log frailties returned by INLA (x-axis) vs. MCMC (y-axis). (b) Approximate

posterior density for logw80 obtained by INLA (solid line) and by MCMC (histogram).

kappa

D
en

si
ty

0.6 0.8 1.0 1.2 1.4

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

(a)

beta1

D
en

si
ty

0.6 0.8 1.0 1.2 1.4 1.6

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

(b)

Figure 4: Comparison between INLA and MCMC for the exponential gamma frailty example: (a) Approx-

imate posterior density for κ obtained by INLA (solid line) and by MCMC (histogram) (b) Approximate

posterior density for β1 obtained by INLA (solid line) and by MCMC (histogram)

It is important to note that the comparisons with MCMC were made with millions of samples, taking

minutes to run, since for short to medium number of samples it was possible to visually detect errors

in the MCMC estimates when compared to INLA, that took a little bit more than 1 second to run on

a Intel Core i5 with 2.67GHz. One can argue that the number of samples (and time) necessary by a

MCMC scheme to attain the desired accuracy of our application could be reduced if more time was spent

designing a specific MCMC scheme for this particular application instead of using the general purpose

OpenBUGS. Although this is true in theory, we are here comparing two general purpose tools for the
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class of latent models into consideration, and even with a tailored MCMC scheme, we believe that the

difference in time will still be in orders of magnitude, not to mention the time necessary to develop specific

algorithms for each new model belonging to this same class.

4.2 Robust mixed-effects models using Student-t distribution

In this example, we show our method applied to a Bayesian random effects model where the random

effects has an Student-t distribution. Assume we have data {yi; i = 1, ..., n} recorded for n groups each

having ki individuals. Lets assume that y′
is are independent Gaussian random vector described by the

following standard mixed effect model (Laird and Ware, 1982), useful to analyze repeated measures or

grouped data,

yi = Xiβ + bi + ei, (15)

where both the random effect bi and the error term ei have a Gaussian distribution, bi ∼ N(0, σ2
b ) and

ei ∼ N(0, σ2
eI) with variances σ2

b and σ2
e respectively, being I a (ki × ki) identity matrix. Xi represent

the (ki × p) design matrix for group i and β is a (p× 1) vector of fixed effects.

Statistical inference based on the Gaussian distribution is known to be vulnerable to outliers. One

approach to more robust modeling is to replace the Gaussian distribution by Student-t distribution in the

model. In the context of linear mixed effects model, Pinheiro et al. (2001) suggested to follow the robust

statistical modeling approach described by Lange et al. (1989) in which the Gaussian distributions of bi

and ei are replaced by t-distributions,

bi ∼ t(0, ψ2
b , ν), ei ∼ t(0, ψ2

eI, ν), (16)

where ψ2
b and ψ2

e are the scale parameters and ν is the common degree of freedom parameter. They also

noted that in mixed effects models the outlier may occur either at the level of within-group error ei, called

e-outliers, or at the level of random effects bi, called b-outliers. This approach can be regarded as outlier

accommodation although it provides useful information for outlier identification. For the simulation

experiment performed later in this Section, we have used a Gamma prior with shape and rate parameters

given by 1 and 0.1 respectively for the inverse scale parameters, a Gaussian distribution with mean zero

and low precision (10−4) for the fixed effects and a Gaussian distribution with mean 3 and variance 1 for

ν∗ = log(ν− 5), so that the bulk of prior probability mass is between 7 and 150 for the degree of freedom

parameter ν. Note that we have defined ν∗ so that ν > 5 in order to get a well defined first four moments

of the Student-t distribution.

The model (15)-(16) has the likelihood function formed by a t distribution

yij |x,θ ∼ t(ηij , ψ
2
e , ν), i = 1, ..., n and j = 1, ..., ki,

which does not belong to the exponential family, where ηij is the linear predictor

ηij = Xiβ + bi.

12



The latent field is then formed by x = (η, b,β), where b = {bi; i = 1, ..., n} is formed by independent t

distributed random variables and has therefore a non-Gaussian distribution given by

π(b|ψ2
b , ν) =

n∏
i=1

π(bi|ψ2
b , ν) =

n∏
i=1

Γ(ν+1
2 )

Γ(ν2 )
(ψ2

bπν)
−1/2

[
1 +

b2i
ψ2
bν

]−(ν+1)/2

(17)

If we use Eq. (11) and (17) we get the following log correction term

logCTi = log π(bi|ψ2
b , ν)− log πG(bi|µb, τb)

= − (ν + 1)

2
log

{
1 +

b2i
ψ2
bν

}
+
τb
2
(bi − µb)

2 + const.

Again, if we assume a zero mean and low precision Gaussian distribution (µb = 0 and τb → 0) we end up

with

logCTi = − (ν + 1)

2
log

{
1 +

b2i
ψ2
bν

}
+ const.

Figure 5 show plots of the second derivative of the likelihood (Figure 5(a)) and of the log correction

(Figure 5(b)) term assuming a data point y = 1, variances ψ2
e = 1, ψ2

b = 1 and different values for ν

(ν = 5, 10, 20, 50).
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Figure 5: (a) Plot of the second derivative of the log likelihood against linear predictor for ψ2
e = 1, y = 1

and different values of ν and (b) plot of the second derivative of the log correction term against bi for

ψ2
b = 1 and different values of ν for the t- mixed effect model. It was used the following values for ν: 5

(Solid), 10 (Dashed), 20 (Dotted) and 50 (Dot-dash).

We have here an example where both the likelihood and the correction term are not log-concave,

specially for low values of degree of freedom parameter ν. We can still apply our extension to such

models but one has to be careful when designing the optimization algorithm to optimize Eq. (14) on

such cases.
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Now we can proceed to a contamination study similar to that performed in Pinheiro et al. (2001).

Here we have data simulated from

yi = Xβ + bi + ei, i = 1, ..., 27, X =


1 8

1 10

1 12

1 14

 (18)

with the following mixture of Gaussian models being used to contaminate the distributions of the bi and

the ei.

bi
ind∼ (1− pb)N (0, σ2

b ) + pbfN (0, σ2
b )

ei
ind∼ (1− pe)N (0, σ2

e) + pefN (0, σ2
e), i = 1, ..., 27, j = 1, ..., 4

where pb and pe denote, respectively, the expected percentage of b- and e-outliers in the data and f

denotes the contamination factor. The true parameters for the uncontaminated distributions are σ2
b = 3

and σ2
e = 2, while the true values for the fixed effects are β = (12, 1)T .

All 32 combinations of pb, pe = 0, .05, .1, .25, and f = 2, 4 were used in the simulation study. The f = 2

case corresponds to a close contamination pattern, while f = 4 illustrates a more distant contamination

pattern. A total of 500 Monte Carlo replications were obtained for each (pb, pe, f) combination.

Let θ denote a parameter of interest, with target value θ0 6= 0, estimated by θ̂, which in our case will

be the posterior mean of θ. The efficiency of the Gaussian estimator θ̂G relative to the multivariate t

estimator θ̂T is defined as the ratio of the respective mean square errors,

E(θ̂G − θ0)
2/E(θ̂T − θ0)

2, (19)

where expectations are taken with respect to the simulation distribution, that is ̂E(θ̂ − θ0)2 =
∑500

i=1(θ̂i−
θ0)

2/500.

We have chosen some data-sets out of the 32×500 = 16000 used in this contamination study and fitted

the model using both MCMC and INLA to make sure that INLA is doing at least as good as MCMC in

terms of accuracy. After that we proceed with the contamination study with INLA as the only estimation

method as it would be impractical to fit all 16000 data-sets with MCMC. Figures 6 and 7 illustrate this

comparison for one of the data-sets, where Figure 6(a) display the log random effects returned by INLA

(x-axis) vs. MCMC (y-axis), while Figures 6(b) and 7 display the approximate posterior densities for

log τb = log 1/ψ2
b and for the log fixed effects log β0 and log β1 respectively, obtained by INLA (solid line)

and by MCMC (histogram).

Figures 8 and 9 plots the relative efficiencies, defined in Eq. (19), between the posterior means of the

t model over the Gaussian linear mixed effects model. Based on the plots the conclusion of our simulation

study are, as expected, similar to that obtained by Pinheiro et al. (2001). There are substantial gains

in efficiency for all parameters under the more distant contamination pattern (f = 4) and moderate

gains under the close contamination pattern (f = 2). The efficiency gains are bigger for the precision of

the random effects and the non-monotonic behavior of the efficiency gains suggest that the t model is

14



−2 −1 0 1 2

−
2

−
1

0
1

2

INLA

M
C

M
C

(a) Plot of the posterior mean of the log random effects

returned by INLA (x-axis) vs. MCMC (y-axis).

taub

D
en

si
ty

−2 −1 0 1 2 3

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

(b) Approximate posterior density for log τb = log 1/ψ2
b

obtained by INLA (solid line) and by MCMC (his-
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Figure 6: Comparison between INLA and MCMC for the robust mixed effect model.
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(a) Approximate posterior density for log β0 obtained

by INLA (solid line) and by MCMC (histogram)
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(b) Approximate posterior density for log β1 obtained

by INLA (solid line) and by MCMC (histogram)

Figure 7: Comparison between INLA and MCMC for the robust mixed effect model.

more robust than the Gaussian model especially for moderate percentage (5− 10%) of outliers. The two

methods have about the same efficiency under the no-contamination case.

5 Conclusion

This paper extends the INLA method to latent models outside the scope of latent Gaussian models,

where independent components of the latent field can have a near-Gaussian distribution. It provides two

examples of interest and compare the results obtained by our method with that returned by MCMC,

showing similar accuracy with only a small fraction of computational time. We strongly believe that this

extension will have a significant impact for the applied community, allowing them to check, for example,
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(a) β0 under close contamination pattern (f = 2)
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(b) β0 under distant contamination pattern (f = 4)
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(c) β1 under close contamination pattern (f = 2)
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(d) β1 under distant contamination pattern (f = 4)

Figure 8: Relative efficiencies (see Eq. (19)) of the t posterior mean with respect to the Gaussian posterior

mean for the fixed effects in the linear mixed effect example. It plots the efficiency on the y-axis and

pe on the x-axis. The meaning for the different types of lines are: (Solid line) pb = 0%, (Dashed line)

pb = 5%, (Dotted line) pb = 10% and (Dot-sash line) pb = 25%.

normality assumption that are usually taken for granted due to the lack of user friendly tools to fit more

complex models accurately and in a reasonable amount of time.

Further work is required to evaluate which class of distributions can be used in the framework described

in this paper with the same level of accuracy as the one displayed in our examples for the log-gamma

and Student t distribution. It was our experience that the method gives very accurate results when the

non-Gaussian components have distributions not so far from the Gaussian, hence the name near-Gaussian

distributions. Distributions that have properties far from a Gaussian, such as those not defined on the

real line (e.g. the exponential distribution) are not expected to be well approximated by the method

described here.

As mentioned in Section 3, it was not our interest to give a precise and restrictive definition of near-

Gaussian distributions, and there are mainly two reasons for that. First, it is not easy, if at all possible,
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(a) τe = 1/σ2
e under close contamination pattern (f =

2)
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(f = 4)
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(d) τb = 1/σ2b under distant contamination pattern

(f = 4)

Figure 9: Relative efficiencies (see Eq. (19)) of the t posterior mean with respect to the Gaussian posterior

mean for the precision parameters in the linear mixed effect example. It plots the efficiency on the y-axis

and pe on the x-axis. The meaning for the different types of lines are: (Solid line) pb = 0%, (Dashed line)

pb = 5%, (Dotted line) pb = 10% and (Dot-sash line) pb = 25%.

to come up with a formal definition where our proposed extension would be guaranteed to work for every

family of distribution that is contained in such definition, specially because the INLA approach is know

to fail in some cases, even without allowing for near-Gaussian components; see the response from the

authors in Rue et al. (2009). Second, our main interest is to see how our approximation scheme performs

in practice, and for that purpose we believe that a possibly restrict definition here would do more harm

than good.

Another set of useful models that can be addressed by the approach described here and deserves

further investigation are the class of dynamic models with non-Gaussian error term for the observation

and/or system equation, as in Kitagawa (1987) for example. An ongoing project is to use the methodology
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described in this paper to develop a systematic approach to model selection that take advantage of the

speed of our method to test standard assumptions of a given model. For example, this could be used

by applied researchers that routinely use random effects models to verify the standard assumption of

Gaussian distributed random effects.

A R code - Survival model

Following is the INLA code used in example 4.1. Please visit http://www.r-inla.org/ for more infor-

mation about the R package INLA.

# Simulate a dataset

#--------------------

n = 100 # number of groups

m = 10 # number of individuals in the same group

z = runif(n*m) # simulate covariate

eta = 1 + z # linear predictor

frailty = rgamma(n, 1, 1) # simulate frailties

y = rexp(n*m, rate = rep(frailty, each = m) * exp(eta)) # simulate data

# INLA code

#------------

## Construct an extended response vector Y

yy = inla.surv(c(y, rep(NA, n)),

c(rep(1, n*m), rep(NA, n))) # Observation component

ff = c(rep(NA, n*m), rep(1, n)) # Frailty component,

# any observation will do, like ’1’

Y = list(yy, ff) # extended response vector

## Construct extended covariates and frailties

intercept = c(rep(1, n*m), rep(NA, n)) # intercept

zz = c(z, rep(NA, n)) # covariate

loggamma.frailty = c(rep(1:n, each=m), 1:n) # frailty

## Model formula

formula = Y ~ -1 + intercept + zz +

f(loggamma.frailty, model="iid",

hyper = list(prec = list(initial=-5, fixed=TRUE)))

## prior for the frailty

hyper.frailty = list(prec = list(param=c(1, 1)))

## Run inla function

rr = inla(formula,

data = list(Y=Y, zz=zz, intercept=intercept,

loggamma.frailty= loggamma.frailty),
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family = c("exponential", "loggammafrailty"),

control.data = list(list(), list(hyper = hyper.frailty)),

control.fixed = list(prec = list(default = 0.01)),

control.inla = list(strategy = "laplace")

)
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